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ABSTRACT OF THE DISSERTATION

Supporting Interactive Analytics and Visualization on Large Data

By

Jianfeng Jia

Doctor of Philosophy in Computer Science

University of California, Irvine, 2017

Professor Chen Li, Chair

There is an increasing demand to visualize large datasets as human observable reports in order to quickly draw insights and gain timely awareness from the data. An interactive user interface is an indispensable tool that allows users to analyze the data from different perspectives and to inspect the result from the global overview to the finest granularity. To enable this type of interactive user experience, the frontend needs to generate new requests on the fly, and the results must be computed and delivered within seconds. Big Data platforms can take tens or hundreds of seconds to complete an OLAP-style query, so there is a need for a solution that can meet the stringent latency requirement of interactive visualization frontends.

In this thesis, we address the interactivity challenges from a middleware perspective to provide a generic solution that can utilize existing database systems as a “black box” to support various interactive visualization applications efficiently.

We first present Cloudberry, an open-source general-purpose middleware system to support interactive analytics and visualization on big data with various attributes. It can automatically create, maintain, and delete materialized views by analyzing each request and its results. By utilizing materialized views stored in the backend database, it can reduce the query response time remarkably. We build an application called “TwitterMap” using Cloudb-
berry to demonstrate its suitability to support interactive data analytics and visualization on more than one billion tweets (about 2TB).

We then present a query-slicing technique in Cloudberry, called Drum, that can “slice” a query into small pieces (called “mini-queries”) so that the middleware can send these mini-queries to the DBMS one by one and compute results progressively. The Drum framework can collect run-time behavioral statistics for the database system to decide the predicate for the next mini-query so that it can appropriately provide a smooth user experience. Moreover, Drum is a general technique in Cloudberry that requires no changes to the underlying database system. Our experiments on a large, real dataset show that the Drum technique can reduce the delay of delivering intermediate results to the user without much reduction of the overall speed for the complete query answer.

To further speed up Big Data visualization, we present a method of using LSM filters to accelerate secondary-to-primary index search in an LSM storage setting. This technique can propagate the filter values from the secondary index to speed up the primary index search. We implemented it in AsterixDB, and our experiments show that the new approach can reduce the query time by 20% to 70% for different queries with various selectivities. With this improvement, Cloudberry can generate mini-queries that contain much wider range predicates, which can reduce the cost of the progressive query evaluation.
Chapter 1

Introduction

We are living in an era where a significant amount of digital information is generated on a
daily or even hourly basis through social networks, blogs, online communities, news sources,
and mobile applications. This massive amount of data holds valuable information that can
be used for various analytical purposes, e.g., to track social opinions on different topics,
trends of a specific event, etc. There are increasing demands to visualize the large datasets
as human observable reports in order to quickly draw insights and gain timely awareness
from the data. Most importantly, an interactive user interface is an indispensable tool that
allows users to analyze the data from multiple perspectives and to inspect the results from
the global overview to the finest granularity.

To achieve the interactivity, the frontend needs to generate new requests on the fly, and the
results must be computed and delivered in seconds or even in milliseconds. Many analytics
systems (e.g., Superset [9], Tableau [87]) are connecting to databases directly and send new
database queries once users have new actions in the frontend. Consequently, the responsiv-
ness depends on the query execution time of the underlying database. Although nowadays
Big Data systems (e.g., Apache AsterixDB [13]) can manage large amounts of data, it can
still take tens or hundreds of seconds to answer an OLAP-style query. There is a need for a backend service that can meet the stringent latency requirements of interactive visualization in frontend applications.

In this thesis, we address the interactivity challenges from a middleware perspective to provide a general solution that can utilize existing database systems to support various interactive visualization applications efficiently. In particular, we study three different problems and provide an efficient solution for each of them.

**Design a General-Purpose Middleware System**

An analytical application often issues a series of queries where the results of the previous queries affect the formulation of the next ones. For example, an analyst may want to find how social networks respond to events such as the Zika virus. The analyst may first want to get a quick overview of the distribution of the tweets that mention Zika. Once they have found that Zika was discussed more frequently in a particular region, e.g., Florida, the analyst may want to drill down to the Florida region to further explore the time and spatial patterns. The later queries share the same interest in Zika as the first one. This pattern presents a chance to speed up new queries by using the previous query results. For example, if we can store all the Zika-related tweets in a materialized view after the first query, the future zoom-in queries will only need to visit the view without touching many irrelevant records in the main dataset. It is desirable to have a system that can automatically collect the previous results and reuse them efficiently for solving related queries.

Chapter 3 presents Cloudberry, an open-source general-purpose middleware system to support interactive analytics and visualization on large data with various attributes. It can automatically create, maintain, and delete views by analyzing each request and its results. By utilizing materialized views stored in the database, it can reduce the query-response time significantly. Furthermore, by implementing the main logic in the middleware layer, it is a
generic solution that can connect to different types of frontend applications as well as various
database systems with the corresponding connectors.

Progressively Solving Queries in Middleware

Some queries cannot be answered using materialized views, in which case executing the
query over the entire dataset is inevitable. In order to guarantee the responsiveness of the
frontend, we present query-slicing techniques in Cloudberry in Chapter 4, called Drum\(^1\),
which can slice a query into small pieces (called “mini-queries”) so that the middleware can
send them efficiently one by one and compute results progressively. For example, suppose
the first request that the user sends to Cloudberry is “show the number of tweets mentioning
the keyword \textit{zika} for each state”. Instead of directly sending one query to the database
system, Cloudberry can issue a sequence of cheaper “mini-queries” by adding a predicate on
the time period, e.g., “show the number of tweets mentioning the keyword \textit{zika} for each
state from January 2017 to February 2017”, so that each of them can access a small amount
of data and could finish faster. Cloudberry can merge the results as needed and send them
to the frontend progressively. Then the frontend interface can be updated more quickly,
which leads to a more responsive user experience. We formulate an optimization problem to
produce the predicates of mini-queries by considering both their total running time as well
as the smoothness of result delivery, the key goal being to provide the incremental results at
a rhythmic pace to improve the user experience. The Drum framework can collect run-time
behavioral statistics for the database system to decide the predicate for the next mini-query
appropriately. Moreover, Drum is a middleware solution that requires no changes to the
underlying database system.

Using Filters to Improve Secondary-to-Primary Index Search

Besides the enormous size, data can be created and ingested at a high rate in real-time.

\(^1\)Drum stands for “Data Retrieval Using Milestones.”
To accommodate this kind of insert-intensive workload, popular NoSQL systems such as HBase [1], Cassandra [22], LevelDB [54], and BigTable [23] have adopted LSM-trees (log-structured merge-trees) [63]. LSM-trees amortize the cost of writes by batching updates in-memory before writing them to disk, thus avoiding random writes. This benefit comes at the cost of possibly sacrificing read efficiency. To improve read performance, AsterixDB implemented LSM filters [15] as a way to add additional metadata to LSM components and to exploit that metadata during query processing to skip irrelevant components. The filter feature plays an important role in optimizing mini-query performance. If the original query is split on the same dimension as the filter field, it can significantly improve query performance since most of the irrelevant components can be skipped. In order to efficiently utilize the power of the filter, the mini-query needs to have a highly selective filter related predicate. This limitation largely restricts the scenarios that can utilize the pruning power of the filter, as many analytical queries do not match this pattern. For example, a mini-query can have a wide time range predicate, and then many index components will be matched based on their filters. In Chapter 5, we visit the filter idea, explore the aligned structure property between secondary index components and primary index components, and develop an improved version of the secondary-to-primary search. The main idea is to propagate the filter attached to the secondary index components along with their output primary keys to the primary-index search. Then the primary-index search can use the filter hints to improve the search speed, even though the query itself does not contain any filter-related predicates.

The thesis is organized as follows. We first present an analytics web application example of Cloudberry, called TwitterMap, that allows users to interactively query, analyze, and visualize more than one billion tweets in Chapter 2. Then we introduce the design and implementation of Cloudberry in Chapter 3. In Chapter 4 we present the Drum framework to show how to progressively answer a time-consuming query on a large dataset by generating a sequence of mini-queries. In Chapter 5 we visit the filter idea and present a method of using LSM filters to accelerate secondary-to-primary LSM index search in AsterixDB to reduce the
response time of a mini-query. Chapter 6 concludes the thesis and outlines a few directions for future work.
Chapter 2

TwitterMap: Interactive Visualization on One Billion Tweets

We have developed a live visualization system called “TwitterMap” [84] that allows users to interactively explore and visualize more than one billion tweets by specifying temporal, spatial, and textual conditions in real time. In this chapter, we will introduce how TwitterMap supports interactive analysis and visualization to illustrate the requirements of the visualization system.

Fig. 2.1 shows the user interface of TwitterMap. The system follows the “overview first, zoom and filter, then details on demand” [74] design principle. A user can type keywords (e.g., “zika”) to see the spatial, temporal, and hashtag distributions of the related tweets. After identifying a hot area, time range, or hashtags of interest, the user can further drill down or zoom out to different levels, including states, counties, and cities. The system also lists relevant tweets in a sidebar in their reverse chronological order so that the user can review the finest details of the tweets.
2.1 Architecture

Fig. 2.2 shows the four-tier architecture of the application as a full-stack analytics and visualization solution. It includes a modularized web interface, a web server to interpret the user action description into the corresponding Cloudberry JSON request, the Cloudberry middleware to rewrite the request into backend queries, and an AsterixDB cluster to continuously ingest, store, and query data in parallel. The four parts together enable an interactive, real-time visualization UI on a large-scale Twitter dataset.

2.2 Frontend Interface

The frontend of TwitterMap is a single web page developed in HTML, Angular JS, and CSS. It displays the spatial and temporal distribution of tweets that contain user-specified keywords on both a map and a timeline dashboard. The interface allows users to zoom into
Figure 2.2: TwitterMap architecture.
finer details on both spatial and temporal dimensions. Whenever the zoom-in level changes on either dimension, the frontend will issue a new request to the web server and render the results on the UI. By using a WebSocket connection, the UI is continuously updated as new results are received from the web server. Fig. 2.3 shows an example JSON record that describes that a “move” event has happened on the web page. It contains the geographic bounding box (left-bottom and right-top coordinates) of the map canvas, the keyword that was input, and the time range that was selected on the UI.

### 2.3 Frontend Web Server

The web server launches the frontend web page and provides essential resources such as a GeoJSON file of the state, county, and city polygons. It also receives the frontend actions then interprets them as corresponding data request(s) to the Cloudberry system.

Take the “move” action in Fig. 2.3 as an example. The web server will first check the overlap relationship between the stored county shapes with the requested boundary to generate a list of matched county ids. Then it will generate four Cloudberry requests to ask for per-county and per-day count aggregations, top-50 hashtags, and the latest sample tweets.

We will introduce how to compose the Cloudberry requests later in Section 3.3.3.
2.4 AsterixDB Cluster

Apache AsterixDB is used to store a large number of tweets and views, and provide a fast query engine to run queries efficiently. It is a scalable big data management system that supports a variety of indexes such as B-tree, R-tree, and inverted index to support filtering operations without scanning entire datasets. It has a built-in parallel runtime query execution engine, Hyracks, to scale up to hundreds of machines so that an aggregation query can finish with a low latency. The view manager in Cloudberry communicates with AsterixDB server via SQL++ queries.

In addition to query processing, AsterixDB provides a “data feed” feature that accepts continuous data into the database. The TwitterMap system uses AsterixDB’s built-in socket feed adapter to get streaming tweets while applying a geo-tagging function to annotate the named locations of each tweet. In this way, users can query the newest tweets in real-time.

We set up the whole system on a cluster of five Intel NUC machines (shown in Fig. 2.4). Each machine has four cores, 16 GB of memory, and a 500GB SSD disk, and each runs an Apache AsterixDB node. The cluster costs less than $4,000. The data set is collected using the Twitter streaming API for the North American area. We have already collected data for about two years since November 2015, yielding more than one billion tweet records (about 2TB in size), and are still receiving new data at a rate of about 20 tweets per second.
2.5 Tweet Analytics Demonstration

2.5.1 Initial Map View

Fig. 2.1 shows the primary Web interface, which consists of a U.S. geographic map, a time chart, and a sidebar with rich contextual information. The user types keywords into the search box, which are used as a filter condition in the frontend action request sent to the web server. The web server translates the user’s actions into a request in the Cloudberry JSON format and sends it to the Cloudberry middleware system. After the response comes back, the map displays the geographic tweet-count distribution for different states. The time chart shows the number of tweets per day, and the sidebar shows the top-50 frequent hashtags in the tweets and also the details of the latest sample tweets. For instance, Fig. 2.1 shows that there were over 41 thousand tweets mentioning “zika” out of one billion tweets.
The map figure illustrates how “zika” is distributed in different states. The color of each region illustrates the “hotness” of the topic in the region. The time chart shows how “zika” is distributed at different days. We can see there is a spike in August 2016 when the Olympic Games in Rio de Janeiro, Brazil took place and there was a lot of global concern about the Zika epidemic.

2.5.2 Normalized Count

One limitation of using the absolute count to show the map result as shown in Fig. 2.1 is that the “hotness” states are often the populous ones, e.g., California, Texas, New York, etc. We provide a “normalization” view feature that can show the number of tweets per capita in the region to show the relative “hotness” among different places.

The feature is implemented by using the “lookup” request in the Cloudberry, which can augment the results with additional fields from another dataset. Specifically, the aggregation
records for each region contain additional “population” fields whose values are obtained from a “US population” dataset.

Fig. 2.5 shows the normalized distribution. In the figure, we can see that “zika” is discussed more frequently per capita in Florida than other states. This result may due to the fact that there were many reported “zika” cases in Florida, so people there were tweeting more about “zika” than in other regions.

2.5.3 Zooming In

TwitterMap allows users to explore multi-granularity data. Fig. 2.6 shows a user zooming into the Florida area after the finding that it is the hottest state talking about “zika”. The map section automatically switches to the county-level distribution. There are two hot-spots,
in Miami and Martin counties. The time chart is updated to show the corresponding patterns of tweets published in the zoomed-in area. The user can further select an interesting period to add another predicate in the time dimension to focus on tweets issued within that period. Under the hood of the Web interface, every frontend action triggers an HTTP request to the web server and finally to Cloudberry to get the required data. Thus, the response time is a critical factor to achieving an interactive user experience.

2.5.4 Query Slicing

![Figure 2.7: Example of using query slicing](image)

(a) The first response returns the result of the query since February 2017 on the dataset (b) The second response returns the result from last December to now

When there is no view to be utilized, scanning the entire dataset is inevitable, which may result in a long waiting time in the frontend application. To improve the interactiveness of the user experience, Cloudberry provides a *query slicing* feature to return a stream of quick responses. The query-slicing strategy decomposes a single large query into a sequence of *mini-queries* by adding a series of range predicates on the time dimension to the original query. In this way, each of the mini-queries can deliver results sooner so that it can provide a better interactive user experience. Inside the middleware system, the partial results will be merged and sent to the client as a stream of progressive results. TwitterMap uses this feature by specifying the option “*slicingMills:2000*” in the request to Cloudberry to indicate
that it accepts partial results and that the expected interval per result is 2,000 milliseconds. We will present the details of this feature in Chapter 4.

From the perspective of the frontend web page, there is a stream of results from the server. TwitterMap uses a feature called “watch” in the AngularJS library [17] to continuously update the UI when the new results are coming. Fig. 2.7 shows the effect of the UI changes. A user is asking for the distribution of the tweets that mention “fire”. Since there is no view available, the query will be answered progressively. The first response shown in Fig 2.7a returns the distribution of the tweets published since February. After two seconds, another response that contains the aggregation results from last December is returned, and the frontend updates the interface with the new results. (Though the results are not complete, they already convey much more information, e.g., how many tweets per day, which states discuss more about “fire”, etc.) In this way, users can receive progressive results as soon as possible without waiting for query completion.

### 2.6 Summary

In this chapter, we presented the TwitterMap application that can allow users to interactively explore and visualize more than one billion tweets by specifying temporal, spatial, and textual conditions in real time. Besides its powerful and friendly interface for users to visualize information on a map, it has several unique capabilities that are enabled by Cloudberry and the underlying AsterixDB system: (1) Scalability: it can store, index, and query large amounts of information (e.g., billions of tweets). Besides the primary dataset of tweets, it can also access other datasets to augment the visualization results. (2) Interactivity: it can answer an analytical query efficiently (e.g., in sub-seconds). In the case where computing the complete result for the original query takes a long time, it can provide progressive results to give timely feedback on the user interface. (3) Real-time analysis: the tweets are ingested
in real-time, and the system allows users to query the latest information as well as historical data.

In the following chapters, we will introduce the details of the underlying system to explain how it helps the TwitterMap implement those features.
Chapter 3

Cloudberry: A Middleware System to Support Interactive Analytics

3.1 Introduction

As discussed earlier, we are living in an era where a tremendous amount of digital information is being generated on a continuous basis through social networks, blogs, online communities, news sources, and mobile applications. This massive amount of data holds valuable information that can be used for various analytical purposes, e.g., to track social opinions on different topics, trends of a specific event, etc.

To understand what is in a dataset and the characteristics of the data, an analyst often uses data visualization or tabular reports to have an initial view of the data and a basic understanding of key characteristics. It is usually followed by drill-down or filtering of the data to identify anomalies or patterns recognized through a serial of visualization results [48, 49].
Figure 3.1: The spatial and temporal distribution of tweets that mention “Zika”

In the TwitterMap example, an analyst may want to find how social networks respond to events like epidemics, such as the Zika virus. The analyst may want to get a quick overview of the distribution of the tweets that mention “Zika”. Fig. 3.1 shows a by-state and by-day distribution of those tweets on a web page. In the figure, we can see that Zika was discussed more frequently in Florida than in other states. Also, on the time bar chart, there is a high spike of tweets in August 2016. The analyst can drill down to the Florida region or the period of August 2016 to further explore the time and spatial patterns. Then the analyst may make some hypotheses about the pattern, and examine the detailed tweet content afterward to verify the hypotheses.

This kind of iterative analysis often defined as an *exploration session* [48], which includes several queries where the results of the previous queries trigger the formulation of the next ones. There is thus a chance to speed up the queries by using the previous query results. For interactive visualization applications, the query-response time greatly affects the user experience. It is therefore desirable to have a system that can automatically collect the
previous results and reuse them efficiently for solving the later queries.

Connecting a visualization frontend with a database system directly (e.g., Superset [9], Polaris [78], Tableau [87]) does not suffice for this end, mainly due to two reasons. First, the database system usually processes each incoming query independently. Therefore, it lacks optimization for a sequence of queries that share the similar interests. Second, even though some database systems support materialized views, it is difficult for the system to create or drop such views automatically. They instead rely on the administrator to define the views by evaluating a predictable workload. Moreover, in the exploration case, users may not know what they are looking for, and they will know that something is interesting only after they find it. Thus, it is not feasible to define views in advance. Those difficulties often lead to a complex design in the application’s logic, which burdens visualization developers with the task of optimizing query speed.

OLAP datacubes [39] support fast aggregation queries, but only over the dimensions that were included during the construction of the cubes. With large datasets involving 20 or more dimensions, constructing a “full” cube with all dimensions is often not feasible [56]. For the same reason, it is not efficient to build a cube with a field that holds a large number of values, such as a textual field that contains tens of thousands of words.

There are also end-to-end solutions for building specialized visualization data management systems (e.g., SeeDB [86], DVMS [89]) that improve the visualization performance at every layer of the overall software stack. Since the outputs of such a system are visualization figures instead of data, they may not be easily integrated into existing frontend user interfaces. In addition, these kinds of systems often need to store another copy of the data in their own managed space. From the developer’s perspective, it could be an unacceptable additional overhead to maintain an entire copy of a large dataset just for visualization.

In this chapter, we introduce a general-purpose middleware system, called Cloudberry, sitting
between a visualization application and a database system to support interactive analytics and visualization on large datasets with various attributes. Cloudberry can automatically create, maintain, and delete views by analyzing each request and its results. By utilizing materialized views stored in the database, it can reduce the query response time remarkably. The system has several unique capabilities:

- **Visualization friendly interface**: we developed a generic API for the frontend to define and query data. The API allows the frontend to specify rich semantic information about the dataset, functional operations (e.g., filtering, aggregations, and lookups), query execution and result delivery requirements (e.g., ship the entire result as a whole or as a sequence of streaming partial results), and other visualization-related parameters;

- **Interactivity**: it is able to answer an analytical query efficiently (e.g., in sub-seconds) by using view-materialization techniques, which allows a user to analyze and explore data interactively;

- **Real-time Analysis**: by asking the query to visit both the base dataset and the already materialized view dataset, it allows users to query the latest information as well as historical data;

- **Generality**: by implementing the main logic in the middleware layer, it can connect to different types of frontend applications. It can also connect to various database systems with the corresponding connectors.

We focus on datasets with temporal, spatial, and textual attributes, which are common in domains such as social media and mobile phone application usage. We make two assumptions about the datasets.
Figure 3.2: The relation between the event time and the ingestion time.

- **Append-only**: Many systems, including logging or monitoring, Internet of Things (IoT), social-media, etc., generate a huge amount of data and keep it for a long time for future analysis. Our target dataset is *append-only* in the sense that there is no update or deletion on historical records.

- **No “too late” records**: Often the time when a record is ingested into the database (called the “ingestion time”) is later than the time when the event in the record occurred (called “event time”). Fig. 3.2 shows an example of TwitterMap that is using the AsterixDB data feed to collect the tweets from the Twitter API. The actual tweet was published at 3:29pm (event time). Due to delay in the Twitter service and network processing, it was not inserted into the database until 3:32pm (ingestion time). Cloudberry allows the developer to specify a maximum *delay tolerance* (noted as $D$, e.g., 5 minutes) to define the maximum time between the event time and the ingestion time.

In the following sections, we will provide an overview of the Cloudberry system (Section 3.2), its request interface (Section 3.3), and its internal implementation details (Section 3.4). We then show several use cases of Cloudberry to demonstrate its generality (Section 3.5).
Figure 3.3: Cloudberry architecture.
3.2 Cloudberry Overview

Fig. 3.3 shows an overview of the main software components of Cloudberry.

The clients of Cloudberry are web applications. It provides HTTP as an interface to receive JSON requests. After receiving a JSON request, the Request Parser translates it into an internal Cloudberry query object. Each query object contains the dataset name, a sequence of data transformation expressions, e.g., an array of filter conditions, a series of unnesting and lookup parameters, group-by and aggregation functions, etc. To validate the request, the parser asks for the schema information of the dataset from the View Manager. In case the request contains a lookup request, the lookup dataset schema will also be retrieved from the View Manager. If the request is valid, it will be forwarded to the Query Rewriter to process.

The main optimization logic inside the Query Rewriter is utilizing materialized views [40] to answer the query. Based on the available view information provided by the View Manager, it may rewrite the given query into one or multiple queries on both the base dataset and view dataset.

The finalized query (or series of queries) is forwarded to the underlying database via the Database Connector that translates a query object into the corresponding database statements and then runs them in the connected database. The connector will also transform the database results of various formats into a unified JSON object.

Finally, the results are returned back to the Query Rewriter, which packages the results directly or combines them with the previous results into one response and then returns it to the client.

The View Manager controls the life-cycle of views. It stores the metadata of the base datasets and their associated views. The materialized views and the meta-dataset of Cloudberry are
also stored in the backend database. In this way, we can rely on the database to do the computations both on views and base datasets so that the middleware is very lightweight.

3.3 API Design

The frontend application can communicate with Cloudberry using a JSON format request via an HTTP connection. Similar to SQL, there are two types of requests, including a Data Declaration Request that describes the data model of a dataset in a database and a Data Querying Request that specifies how to filter and transform the records of the dataset. In this section, we explain the details of these two request types.

3.3.1 Data Declaration Request

A Data Declaration Request defines the data model of a dataset in the underlying database of Cloudberry. In addition to the structure of a dataset, i.e., its field names and types, we require the application to specify additional semantic information that may be useful to analytics and visualizations. One main requirement is that the fields of a dataset should be classified as being either a dimension or a measurement. For example, a product name could be a dimension, and a product price or size would be a measurement. The definition is composed of five elements:

- **dataset**: it specifies the name of the dataset in the database;
- **primaryKey**: the name of the primary key in the dataset;
- **dimension**: it is a field considered as an independent variable whose data type is ordinal (e.g., the id of a record) or categorical. It is a field that can be filtered on or grouped by. From the perspective of visualizations, dimension fields are usually used as an
axis of a figure. Internally, the middleware may keep statistical information on certain
dimensions for the purpose of optimized query rewriting;

- **measurement**: a *measurement* field is a dependent variable; that is, its value is a
  function of one or more dimensions. It is often of a quantitative type and is stored as
  numbers (integers or floats) or as complex objects like text or bag. A measurement
  is usually used to apply an aggregation function, such as count(), min(), max(), or
  topK(). It can also be used to filter the data, but should not be used as a “group by”
  key in a request;

- **timeField**: the name of the timestamp field in the dataset. This field is mandatory for
  declaring a more “active” dataset that new records are being inserted into. The time
  field is critical to guarantee the correctness of the response if it is composed partially by
  the results from a previous view. If the timeField is not declared, then Cloudberry
  will treat the dataset in question as a “static” dataset that will be used for the lookup
  request to augment the record from another dataset. We will introduce the lookup
  request in Section 3.3.3.

We will explain the *Data Declaration Request* of Cloudberry by using a dataset named
*tweet*. Each tweet record contains a mix of date, string, and integer attributes. In
addition, it also has nested data types. For example, the hashtags field contains a bag
(unordered list) of string values; the user field itself is a structured record that contains user-
related information such as id, name, image, etc. Before being registered with Cloudberry,
the dataset should already be created and possibly ingested in the underlying database
system. As an example, Fig. 3.4 shows the definition of the tweet dataset stored in the
AsterixDB system in SQL++.

A frontend application can register the tweet dataset with the Cloudberry system by using
the JSON specification in Fig. 3.5. The fields that are more likely to be grouped on, like id
create dataverse twitter;
use twitter;
create type typeUser if not exists as open {
    id: int64,
    name: string,
    screen_name : string,
    lang : string
};

create type typeGeoTag if not exists as open {
    stateID: int32,
    countyID: int32,
    cityID: int32
};

create type typeTweet if not exists as open {
    create_at : datetime,
    id: int64,
    "text": string,
    lang : string,
    favorite_count : int64,
    retweet_count : int64,
    hashtags : {{string }},
    user_mentions : {{ int64 }},
    user : typeUser,
    geo_tag: typeGeoTag
};

create dataset tweet(typeTweet) if not exists primary key id;

Figure 3.4: An example of the dataset tweet in AsterixDB

and lang, are declared as dimensions, while the fields that are less likely to be grouped on, like text and retweet_count, are specified as measurements. The primary key is the id field. The create_at field is the time field, indicating that there will be new records appended to this dataset in the database.
Figure 3.5: DDL in Cloudberry to register the tweet dataset of the underlying database.

### 3.3.2 Data Model

The Cloudberry system can support the flat relational data model that has been widely adopted in visualization applications. It is straightforward to use the fields that are defined in the underlying relational database (e.g., MySQL and PostgreSQL). If the dataset is stored in a nested format, the full path of a field is required to be specified in the DDL. For example, AsterixDB supports the semi-structured data model. The `user_id` field name in Fig. 3.5 is a nested field stored at one level deeper in the `tweet` record. A client can use dot (`.`) to declare the `user_id` field in the Cloudberry DDL. When a request needs to access the nested field, the Cloudberry system will generate the appropriate underlying query syntax to obtain the value of the nested field. Unlike the Druid system [95], we do not need users to manually flatten their nested data records before the analysis can be.
Each field needs to have a data type. The Cloudberry system supports primitive JSON types, such as String, Number, and Boolean, as well as other frequently-used data types, such as Datetime and Text. Compared to the String type that specifies a short attribute (e.g., the language field lang), the Text type specifies a field with much larger content. Users may care more about its inside strings than using the entire bag of words as a single dimension. For example, the text field is declared to be of type Text so that the user can filter on the text field, but they should not group on the field.

In addition, Cloudberry supports the nested datatypetype Bag that declares a collection of values that have the same primitive type. For example, the hashtags field declares a bag of words of the String type. Table 3.1 lists the supported types as well as some of their corresponding functions. A complete list and more details can be found in the Cloudberry documentation [26].

Cloudberry allows users to define a synthetic field consisting of the existing fields. For example, the geo field in Fig. 3.5 declares a hierarchical field that consists of the stateID, countyID, and cityID. By specifying the level, Cloudberry knows the hierarchical relation between the three fields. When a client request a group-by operation on the geo field on the “county” level, the actual query will group on both stateID and countyID fields. In the future, the Cloudberry system could apply a roll-up function on such a field to generate nested group-by results in a predefined hierarchical order.

<table>
<thead>
<tr>
<th>Type</th>
<th>Filter</th>
<th>Group</th>
<th>Aggregation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean</td>
<td>isTrue, isFalse</td>
<td>self</td>
<td>count, sum, min, max, avg</td>
</tr>
<tr>
<td>Number</td>
<td>&lt;, &lt;=, &gt;, &gt;=, ==, in, inRange</td>
<td>self,bin</td>
<td>-</td>
</tr>
<tr>
<td>Time</td>
<td>&lt;, &lt;=, &gt;, &gt;=, ==, inRange</td>
<td>self,interval</td>
<td>-</td>
</tr>
<tr>
<td>String</td>
<td>contains, matches, in</td>
<td>self</td>
<td>distinct-count</td>
</tr>
<tr>
<td>Text</td>
<td>contains</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bag</td>
<td>contains</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.1: Cloudberry data types and functions. “-” means unsupported
Notice that the fields in a request may not correspond to all the fields of a dataset in the backend database. If some fields are not relevant to the frontend analysis, they need not be mentioned in the request. For example, the `user.name` and `user.screen_name` fields in AsterixDB do not appear in the Cloudberry DDL in Fig. 3.5.

Compared to database DDL, which focuses more on the physical nature of the record’s fields, the Cloudberry system is designed to capture a higher level of information to better understand the semantic nature of fields and their relationships. This kind of information is helpful to infer the relationship between previous requests and the current request, so that the common computation between them can potentially be saved by using previously stored query results.

### 3.3.3 Data Query Request

After declaring a dataset, clients can send a request to Cloudberry to query the underlying dataset. A Cloudberry’s data-querying request is also expressed in a JSON format and can be submitted via an HTTP POST method or via a WebSocket. Such requests specify which dataset to query on and what records should be filtered and transformed. The request language supports common SQL-like functionalities, e.g., filter, group, sort, and lookup. In addition, it can also define how to deliver the query results. For instance, a query can be sliced into mini-queries and then there will be a stream of partial results returned to the client instead of one result (see Chapter 4). The result is also a JSON object, and contains the filtered or aggregated values. We will describe the request format by presenting a series of illustrative examples based on the previous declared `tweet` schema.

We begin the introduction with the request shown in Fig 3.6, which contains the basic filtering and group-by specifications. The request first filters the tweets whose `text` field contains “zika” and “virus”, then groups the filtered tweets by both the `geo_tag.stateID`
Figure 3.6: Get the per-state and per-hour count of tweets that contain “zika” and “virus” and hour fields, generated by applying the interval function to the create_at field. By using the “as” renaming operation, the result will contain the grouped keys in the “state” and “hour” field, and the aggregated value in the “count” field.

Fig 3.7 illustrates an example of the unnest and the order operations. The unnest operation flattens a Bag field into individual items, producing multiple records, each of which is one of the original input records augmented with a flattened item from its original collection. For example, after unnesting the “hashtags” field, there will be more records produced and each record will contain a single hashtag word in the newly added “tag” field. After that, the request groups the record on the new “tag” field and uses “count” as the aggregation function to get the frequency of each hashtag. Lastly, the select segment asks to sort the hashtags by its count in the descending order. The “-” mark indicates descending order, while a field name without “-” defines ascending order. The “limit” property specifies that only the top 10 most frequent hashtag should be returned.

Except for the aggregation result, analytics applications often have the need to examine
Figure 3.7: Get the top-10 related hashtags for tweets that mention “zika”

```json
{
    "dataset": "twitter.tweet",
    "filter": [ {
        "field": "text", "relation": "contains", "values": ["zika"]
    }],
    "unnest": [ { "hashtags": "tag" }],
    "group": {
        "by": [ { "field": "tag" } ],
        "aggregate": {
            "field": "+", "apply": { "name": "count" }, "as": "count"
        }
    },
    "select": {
        "order": [ "-count" ], "limit": 10, "offset": 0
    }
}
```

Figure 3.8: Get 100 latest sample tweets that mention “zika”

```json
{
    "dataset": "twitter.tweet",
    "filter": [ {
        "field": "text", "relation": "contains", "values": ["zika"]
    }],
    "select": {
        "order": [ "-create_at" ],
        "limit": 100, "offset": 0,
        "field": ["text" ]
    }
}
```
Figure 3.9: Lookup the population value from the “population” dataset and append it to the current record. The “state” field (joinKey) in the result record will be used to join with the population.stateID (lookupKey) from the population dataset.

The details of the interesting records that satisfy certain conditions. Fig. 3.8 illustrates a sampling request that fetches the latest 100 tweets that mention “zika”. Users can specify the limit and offset properties to return fewer results. In addition, one can specify certain fields in field properties to output only the selected fields of the results.

Fig. 3.9 shows an example of specifying the lookup operation. It expresses the semantics of a left-outer join that augments the records from the main dataset or the aggregation results with additional fields from another dataset. The joinKey specifies the fields from the original record; the lookupKey specifies the fields from another dataset to join with. In the example, the request first generates the per-state aggregation result of the tweets mentioning “zika”, then augments the aggregated result by adding a new “population” field obtained from the matching records in the “population” dataset whose stateID is equal to the grouped state value. This is a useful feature to combine fields from other datasets. Particularly, TweetMap uses this lookup request to get the population of each administrative region to support the normalization feature that shows the per-capita count of matched tweets.
Often in analytics applications, the most precise result may not always be needed. A frontend application may only want to get a rough idea of some simple facts (e.g., the cardinality of the dataset or the distinct count of a dimension) about the dataset quickly. Cloudberry supports this kind of *approximate* request by declaring the “estimate” property in the JSON request. The request in Fig. 3.10 illustrates an “estimate” example that asks for the cardinality of the *tweet* dataset. Recall that the attributes of a dataset are separated into *dimensions* and *measurement*. Cloudberry considers *dimensions* and *measurements* differently. Internally, the system can periodically collect the metrics (e.g., min, max, cardinality, etc) of some dimensions and store the values in a separate metadata dataset. In this way, without asking the underlying database, Cloudberry itself can answer some simple questions if an estimation is acceptable. Currently, we store the cardinality of the dataset and the min and max values of the *time* dimension in Cloudberry’s metadata. Thus, the “count *” request in Fig. 3.10 can be estimated simply by checking the metadata at the middleware layer. In the future, we could keep track of the metrics of all dimension fields to be able to answer more estimate requests. If the estimate option is not specified or set to “false”, the request will be solved by sending the rewritten queries to the database for their precise results.

Fig. 3.11 shows another distinct feature called “*slicing*” in Cloudberry. Analytical queries are often expensive due to the large data size. Thus, the frontend application may need to wait for a long time to update its user interface. To improve the interactiveness of the application, Cloudberry supports progressive computing by sending partial results sequentially to the
client, rather than waiting for query completion. As a result, the frontend application can refresh its UI at a much faster rate, and hence the interactiveness is much improved. The example in Fig. 3.11 asks for the per-state count for the entire tweet dataset. It has an “option” property indicating that it accepts the slicing of result and that the expected updating rate is 2,000 milliseconds. (Currently, we only support slicing the dataset on the time dimension from the latest data to the oldest one.) Then, instead of a single result, there will be a stream of partial results returned in reverse-chronological order in 2,000 millisecond intervals. Each partial result will contain the following attributes:

- result: It includes the requested aggregation results. In the case of the request in Fig. 3.11, it will be a collection of records containing the count of each state;
- percentage: It shows the percentage of progress of answering the current request. The result value is complete once the percentage reaches 100%;
- time interval: It indicates the time interval during which the result is valid.

In the future, we can also support continuous queries in the same manner by specifying the “continueMillis” option in the request.
3.4 System Implementation

We have described how a frontend application can issue requests to the Cloudberry system. Now we introduce the architecture and implementation details of the system.

3.4.1 Data Registration

The first step of using Cloudberry is to register the dataset in the database by using the DDL JSON request described in Section 3.3.1. Fig. 3.12 shows the registration process. When the View Manager receives the data declaration request as described in Section 3.3.1 for registering the twitter dataset, a batch of statistical queries will be sent to the declared dataset. For example, the View Manager will send the query to get the range of the time dimension, the distinct count of the user.id dimension, the cardinality of the dataset, etc.

After the statistical information is collected, the View Manager will generate a metadata
record including:

- name: the name of the dataset in the database;
- schema: the schema information of the dataset;
- query: the query object that defines the view if the dataset is a view. Views and their creating queries are automatically generated by the system. For the registered base dataset it will be always empty.
- time interval: the range of the time dimension. This field is mainly used to define the valid interval of the view, which is critical for the purpose of correct query rewriting using a view.
- stats: the statistical information about this dataset, including “create time”, “last modify time”, “last read time”, “cardinality”, etc. This information is mainly used to maintain a view. It can also be used to estimate the simple query result if the client accepts approximate answers.

The record is stored as a nested JSON record. Fig. 3.13 shows an example metadata record after registering the tweet dataset. The “schema” field stores the DDL JSON object as shown in Fig. 3.5. The “query” field is empty because it is a base dataset. The “timeInterval” field stores the min and max values of the time dimension at the registration time. The “stats” field shows that the dataset was registered at “2017-10-03T12:40:12” and that there are about one billion records in the tweet dataset.

The nested JSON format may not be fully supported in a traditional database system (e.g., MySQL). In such a case, we store each meta record as a string in the database and load the metadata dataset entirely into the middleware layer. The Database Connector parses the string record and sends the transformed JSON record to the View Manager for later use.
Once the data about a dataset is written into the database, the dataset is ready to be queried using Cloudberry.

3.4.2 Query Rewriting Using Views

Now we describe how views are created, utilized, and maintained in Cloudberry.
Request 3.1: Get the count of tweets that contain “zika” and “virus” and retweeted more than five times.

### 3.4.2.1 View Creation

A *view* is a form of derived data as the result of applying some structural or computational transformations to the base data [25]. It is said to be materialized if its results are stored in the database. Studies [35, 94] show that precomputing views can significantly reduce query response time. In Cloudberry, views are always materialized.

In Cloudberry, we focus on append-only datasets that keep ingesting new data at a fast rate, in which case the time dimension plays an important role for correctly rewriting a query. For this reason, we include the time range as part of a view definition to specify that the result of a view is consistent with the result of the original query applied on the records from the base dataset within a specific time interval.

Formally, we define a view $V$ of a dataset $S$ as a query $Q$ that applies on $S$ with an additional time range predicate $P_t$. A view can be represented as $V(S, Q, P_t)$.

Cloudberry currently supports *subset views*. A subset view is created by applying one filter predicate (in addition to the time predicate) onto the base table. Since such a view keeps every detail of the filtered records, it will be more likely to be utilized for answering new queries.
When the *Query Rewriter* receives a query, the filter predicates of the query expressions are transformed into *conjunctive normal form* (CNF). The filter expression is defined as

\[ F_q = P_t \land P_1 \land P_2 \land \ldots \land P_m, \]

where \( P_t \) is the time condition. If it does not appear in the query, we will use the current time \( \text{now}() \) as an upper bound for the time filter condition. For example, if the query issuing time is “2017-10-10T08:03:00”, then the filter predicates in Fig. 3.1 can be expressed as follows:

\[
F_{\text{tweet}} = \{ \text{create\_at} < 2017-10-10T08:03:00 \} \land \{ \text{contains(text, “zika”)} \} \land \{ \text{contains(text, “virus”)} \} \land \{ \text{retweet\_count} > 5 \}. \tag{3.1}
\]

When there are no views that can be utilized, the query will be run as it is. By the time the query finishes processing, the query rewriter will suggest the views that may be useful to speed up such queries in the future. One principle it follows is that the size of the generated view should be as small as possible so that the future computation on the view could be cheaper. However, as a middleware component, the rewriter may not have the statistics for every filter condition. As a heuristic approach, we assume that a point-search predicate (e.g. “==” comparison or \texttt{contains()} ) is more selective than a range search predicate. Under this assumption, we use the following rules:

1. If a point search predicate exists, only the point search predicate will be used to define the view;

2. If there are multiple point search predicates, multiple views will be generated such that each has a point search predicate;

3. If no point search is available, only one of the range predicates will be used to define the view. In the case where the predicate is on a field without statistical information,
the first predicate will be used.

As an example, in case the request in Fig. 3.1 has been processed and no views are available, the query rewriter will suggest two views:

1. view \texttt{zika} with the definition predicate as $P_{\text{zika}} = \{\text{contains}(text, \text{zika})\}$;

2. view \texttt{virus} with the definition query as $P_{\text{virus}} = \{\text{contains}(text, \text{virus})\}$.

The \{\texttt{retweet\_count > 5}\} condition will not be used to generate a view since there are already two point search predicates.

The query rewriter generates the view-creation requests with the predicate $P_v$ of the view definition, but it does not create any views. The query will be packaged into a “createView” request and sent to the \textit{View Manager} that will conduct the actual view creation task. The \textit{View Manager} manages the lifecycle of views and their metadata information.

When the \textit{View Manager} receives the view-creation query, it tries to create a view as latest as possible to catch up with the base dataset. Ideally, the time predicate of the view definition should be from the start time of the dataset ($T_s$) to the current timestamp ($T_{\text{now}}$). The issue is that as studied in [36, 10], the ingestion time when a record is ingested into the database is often later than the event time when the event in the record occurred. Moreover, the dataset usually only contains the event time. Thus, if we directly use the current time $T_{\text{now}}$ as the view ending time to match the event time of the records, there could be some records that have not yet arrived in the system, and hence will not be included in the view. The view-based computation would then be incorrect. To solve this problem, Cloudberry allows the developer to specify a maximum \textit{Delay Tolerance} (noted as $D$) to define the maximum time (e.g., 3 minutes) between the event time and the ingestion time to accommodate the lag between them.
When the View Manager receives the creation query, it will complete the view definition by filling the time period predicate that is from the start time of the dataset \( (T_s) \) that was collected during the dataset registration, and the timestamp of the current second minus the delay tolerance \( (T_{now} - D) \), i.e., \( P_t = \{ T_s \leq timeField < T_{now} - D \} \). Then the view definition \( V(S, \sigma_{P_v}, \sigma_{P_t}) \) is complete and the data-creation query that contains two conjunctive predicates will be sent to the underlying database to execute.

![Diagram of view creation process](image)

**Figure 3.14: Create view "zika".**

Fig. 3.14 shows the process of creating the “zika” view (the request parser and the database connector are not shown for ease of illustration). First, the definition query \( \sigma_{\text{contains}(\text{text,zika})} \) is sent to the View Manager. Suppose that the time when the View Manager receives the query is 2017-10-10T08:03:00, the delay tolerance \( D \) is 3 minutes, and the starting date of the base dataset is 2015-01-01T13:33:18 (collected when registering the \text{tweet} dataset). Then the view definition is

\[
V(\text{tweet}, \sigma_{\text{contains}(\text{text,zika})} \cdot \sigma_{2015-01-01T13:33:18<=\text{create}_\text{at}<2017-10-10T08:00:00}).
\]
Then the “zika” view will be generated by pulling the matching records from the tweet dataset to the newly created zika dataset. The generated SQL++ statement is shown in Fig. 3.15.

```
USE twitter;
CREATE dataset zika(typeTweet) IF NOT EXISTS primary key id;
INSERT INTO zika {
    SELECT VALUE t
    FROM twitter.tweet t
    WHERE t.`create_at` < datetime('2017-10-10T08:00:00')
        AND ftcontains(t.`text`, ['zika'], {'mode':'all'})
}
```

Figure 3.15: Create the “zika” view in AsterixDB.

When the view is created, the View Manager will again issue statistical queries on the newly generated view to collect necessary information, e.g., the cardinality of the view dataset. Once the statistical data is returned, a new record about the “zika” view is stored in the meta-data. Fig. 3.16 shows an example meta record about the “zika” view after it has been created.

It has the same schema as the base dataset. The “query” field stores the query with the predicate $P_v$. Its time range is from the start date of the base dataset (2015-01-01T13:33:18) to the end of the creating time (2017-10-10T08:00:00). The “stats” fields indicate that the view was successfully built at 2017-10-10T08:05:35, which is the creation time, the last update time, and also the last read time of the view. This time information is used by the View Manager to control the lifecycle of the view. The view can be used by the query rewriter in the future.

Multiple view creation requests will be executed sequentially since the dataset creation could be an expensive operation due to a significant amount of disk reads from the base dataset and also the disk writes to the view dataset. For example, the “virus” view as suggested by the query rewriter will not be processed until the “zika” view has been built successfully.
3.4.2.2 View Selection

Having discussed how to create views, we now turn to their use. After receiving a data request, the query rewriter will ask the View Manager to get all the views created on the requested base dataset. From all the views of the requested dataset, the rewriter needs to find a view whose definition contains the original query. This is a classic problem that has been studied extensively in the literature [43, 67, 38]. Based on the context of the subset views, in which case the details of the record are well kept in the view dataset, the question we wish to answer is “can the required rows be selected using the view?”.

We will use the request example in Fig. 3.1 again to explain the view-selection process. Suppose that request is sent to the system at 2017-10-10T08:30:00. Then the predicate

```json
{  "name": "twitter.zika",
  "schema": {...

  "query": {
    "dataset": "twitter.ds_tweet",
    "filter": [
      { "field": "text", "relation": "contains", "values": [ "zika" ] }
    ]
  },

  "timeInterval": {
    "start": "2015-01-01T13:33:18",
    "end": "2017-10-10T08:00:00"
  },

  "stats": {
    "createTime": "2017-10-10T08:05:35",
    "lastModifyTime": "2017-10-10T08:05:35",
    "lastReadTime": "2017-10-10T08:05:35",
    "cardinality": 41150
  }
}
```
expression of the request is as below:

\[
F_{\text{tweet}} = \{ \text{create\_at} < \text{"2017-10-10T08:30:00"} \}\]
\[
\wedge \{ \text{contains(text, "zika")} \} 
\wedge \{ \text{contains(text, "virus")} \}
\wedge \{ \text{retweet\_count} > 5 \}. \tag{3.2}
\]

Similarly, the view definition can be expressed as two predicates \( F_v = P_{v,t} \wedge P_v \). The predicates of the “zika” view and the “virus” view are given as:
\[
F_{\text{zika}} = \{2015-01-01T13:33:18 \leq \text{create\_at} < 2017-10-10T08:00:00\} \\
\land \{\text{contains(text, “zika”)}\}
\]

and

\[
F_{\text{virus}} = \{2015-01-01T13:33:18 \leq \text{create\_at} < 2017-10-10T08:00:00\} \\
\land \{\text{contains(text, “virus”)}\}
\]

respectively.

The first task for the query rewriter now is to find a matching view. We say a view is matching if it satisfies both of the following conditions:

1. the predicate of the view \(V.P_v\) covers one of the predicates \(Q.P_i\) from the query \(Q\),

2. the time range predicate of the view \(V.P_v\) overlaps with the time predicate \(Q.P_t\) of the original query.

The coverage test between \(V.P_v\) and \(Q.P_i\) is conducted in a semantic way so that it will check the logical meaning of the expression rather than a simple string match. For example, \{\text{contains(text, “zika”)}\} and \{\text{contains(text, “ZIKA”)}\} will be treated as a covered case because \text{text.contains} is a case-insensitive keyword search. Similarly, the set predicate \{\text{in(state.id, [23, 55])}\} is covered by \{\text{in(state.id, [55, 23])}\} since the order of values does not matter for the “in” relation. The time overlap test is based on checking interval overlaps. For example, given the predicate in Equation 3.2 of the request in Fig. 3.15, both views “zika” and “virus” will be matched because both time ranges overlap with the request’s range and both view definitions cover the query predicates \{\text{contains(tweet.text, “zika”)}\} and \{\text{contains(tweet.text, “virus”)}\}, respectively.
Once a view is matched, the rewriter will generate a new equivalent predicate expression on the view by applying the uncovered predicates from the original query. In case the view’s time range does not entirely cover the request range, the time predicate on the base table query will also be updated to compensate for uncovered query results.

![Image showing the relationship between the Zika view predicate V.P_t, the query predicate Q.P_t, and the difference in time]

Figure 3.18: The time relationship between the “zika” view and the query.

For instance, as illustrated in Fig. 3.18, the “zika” view can be used to answer the query partially. To compute all the answers, the base dataset is also accessed to retrieve the newer records between the view ending time and the query ending time. The predicate on the view is

\[ F'_{\text{zika}} = \{2015-01-01T13:33:18 \leq create\_at < 2017-10-10T08:00:00\} \]
\[ \land \{contains(text, “virus”)\} \]
\[ \land \{retweet\_count > 5\} \]
and the predicate on the base dataset is

\[ F'_{\text{tweet}} = \{ 2017-10-10T08:00:00 <= \text{create\_at} < 2017-10-10T08:30:00 \} \]
\[ \land \{ \text{contains(text, "zika"}) \} \]
\[ \land \{ \text{contains(text, "virus"}) \} \]
\[ \land \{ \text{retweet\_count} > 5 \}. \]

The equivalent predicate from \( Q.P_i \) will be eliminated in the rewritten filter expression on the view. However, the time predicate is not dropped because there might be an ongoing maintenance process on the view, which appends the records that happen after the original view’s time predicate. For example, when the query \( Q \) was issued, there could be already a maintenance operation to append the records that occur during the “difference” interval after the view ending time (2017-10-10T08:00:00 as shown in Fig. 3.18). If we do not include the ending time predicate to the query on the “zika” view, the records that happened after 2017-10-10T08:00:00 may be included twice.

There could be multiple views that match the query, in which case we need to decide which views are more likely to speed up query processing. Currently, we only pick one of the views to use. We use a heuristic approach to pick the view with the smallest cardinality. In our current example, both the “zika” view and “virus” view are matched based on the coverage test. Since the cardinality of “zika” view (41,000) is less than that of the “virus” view (58,000) as shown in Fig. 3.17, the “zika” view will be chosen.

At last, the records from the selected view and the base dataset will be combined, and then the rest of the operation expressions (e.g., group by, order, lookup, etc.) will be appended to form a new query. The newly composed query will be translated into the appropriate database language and executed. As an example, the rewritten query using “zika” view can be expressed in SQL++ as shown in Fig. 3.19.
Figure 3.19: The SQL++ query to combine the records from the “zika” view and the base dataset “tweet”.

The size of the “zika” view (41,000) is significantly smaller compared to the size of the base tweet dataset (one billion). Thus, the time spent on scanning on view “zika” is much less than querying on the base dataset. On the other hand, the time range predicate applied on the base tweet dataset is only asking for records from the last eight hours. Compared to the entire range of two years, it is again a small portion of data to process, if there are some storage optimizations based on the time dimension. For example, there could be an index on the time dimension to speed up the data access. It is also not uncommon for a database system to use the time dimension to partition the dataset so that visiting a certain small range of the data will be even faster than using an index. Particularly, AsterixDB uses filters to accelerate data access by skipping many unrelated LSM components [15]. Moreover, a database system often optimizes the access speed on the “hot” (recent) data, e.g., keeping the most recent data in memory. Thus, the total time that is spent on the base data for a small portion of the latest data on the base dataset should be small. In this way, by routing the data access path from the large base dataset to a small query on a materialized view plus a small residual base query, we can significantly reduce the total query time.
3.4.3 View Maintenance

After a view has been created, we need to keep it up to date with changes to the base data (a.k.a view maintenance) to keep the content consistent with its definition. Cloudberry focuses on the domain where the dataset is append-only (no updates and deletes on the historical records) and new records are continually inserted. Though there will not be any correctness issue if a view is not updated, it is desirable in order to cover a larger range of the base dataset so that more pre-computed results could be used to answer future queries.

3.4.3.1 Incremental Updates of Views

We employ a periodic incremental view maintenance strategy (e.g., every 1 hour) \[41\] so that the views are updated gradually over time. A naive implementation, for example, is to trigger an update process every 1 hour, which retrieves the records that satisfy the predicate from the base table between the last update time to the current system time $T_{\text{now}}$ and stores them in the view. As we described in Section 3.4.2.1, however, we also need to consider the maximum Delay Tolerance (e.g., 3 minutes) between the event time and the ingestion time to accommodate the lag between them.

![Update the view based on its time range.](image)

Fig. 3.20: Update the view based on its time range.

Fig. 3.20 illustrates the timestamps that are used to append a view. Recall that each view
contains the “stats” information about when it has been created or updated as described in Section 3.4.2.1. Take the “zika” view as an example. Based on the metadata in Fig. 3.16, the view ending time \( (E_i) \) is 2017-10-10-08:00:00, meaning that all of the “zika” related records that happened before that time have been stored in the view. The last updating time \( (U_i) \) is at 09:00am. Assuming the update interval is 1 hour, by the time 10:00am \( (U_{i+1}) \), the View Manager is reminded to update the “zika” view. If the delay tolerance is 3 minutes, then the ending time of the updated view is 09:57am \( (E_{i+1}, 3 \text{ minutes to } U_{i+1}) \). The View Manager then applies the range predicate \( 08:57am < create \_ at < 09:57am \) \( (\Delta R) \) together with the filter predicates of the view definition \{contains(text, “zika”))\} to the base dataset to incrementally update the view. The corresponding SQL++ request is shown in Fig. 3.21.

```sql
INSERT INTO twitter.zika (SELECT value t FROM twitter.tweet t WHERE t."create_at" >= datetime('2017-10-10T08:57:00') and t."create_at" < datetime('2017-10-10T09:57:00') and ftcontains(t."text", ['zika'], {'mode':'all'})
```

Figure 3.21: The SQL++ example of appending more records from the base dataset tweet to the view “zika”.

Once the update request has finished, the View Manager collects the new cardinality of the view and updates the meta record of the view by changing the time range as well as the statistical information including the last update time and cardinality of the view. Fig. 3.22 shows an example of the updated view meta record after the maintenance process was finished.

### 3.4.3.2 View Deletion

The advantage of having a subset view, compared to an aggregation view, is that it keeps the finest details of the original records from the base dataset. As a result, it allows more
Figure 3.22: The “zika” view’s metadata record after the update finished at 2017-10-10T10:01:00.

operations (e.g., group, lookup, sort, project) on the view data, which can increase the chance of utilizing a view. On the other hand, the disadvantage of keeping the complete copy is that more resources will be needed and the update cost will be increased proportionally with the number of views.

In Cloudberry, we tackle this problem by removing less-frequently used views. Recall that each view meta record has a “last read time” property. Each time a view gets used, the “last read time” in the meta record will be updated. The View Manager will check all the views periodically to remove the views that have not been actively used for a certain amount of time (e.g., 24 hours).

3.4.4 Concurrency Management

Cloudberry follows the actor model [5] to handle concurrency. The actor model provides a high-level abstraction for writing concurrent and distributed systems. An actor is a con-
ceptual entity to deal with computation within its context thread. Actors are completely isolated from each other, and they will never share memory. Actors communicate with each other by sending asynchronous messages. Those messages are stored in actors’ mailboxes until they are processed. We use the Akka [11] toolkit to implement the actor model for Cloudberry. The library natively supports mailbox and message passing. Thus, it alleviates efforts of dealing with explicit locking and thread management, making it easier to implement concurrent and parallel systems.

Fig. 3.23 shows how actors are organized in Cloudberry. Internally, each actor has a queue to store its incoming messages. Each HTTP connection is handled by a Client Actor. The actor has its own Request Parser and Query Rewriter to serve its queries independently. There is only one View Manager Actor in the system that provides the functionality of the view maintenance. It also has an in-memory copy of the metadata to speed up the frequent metadata search requests. Each dataset in the database is assigned to one specific actor.
to control the query and maintain against the dataset. The dataset actor can read other datasets, but it can only write to its assigned one. The actor assigned to the base data is unique in the sense that it can only read but not write the base dataset.

A client actor asks for the data actor through the view router; then the client will interact with the data actor directly to send the query. Different client actors may interact with the same data actor. In this way, the data actor can precisely know the statistical information, such as how many times different clients have used the view. The read requests sent to the data actor will be issued asynchronously, while the write requests (e.g., updating view, updating metadata) will be run sequentially so that multiple maintenance processes will not interleave with each other. Whenever a data actor needs to write to another dataset, for example, if the "zika" view wants to update its time range, the request will be sent to the centralized router to reconcile the multiple writes.

Another interesting aspect of the actor model is that actors can live remotely on different machines. An actor is capable of sending a message to a remote actor that lives on another machine. Thus, this architecture can easily scale up to multiple machines, which is an important step towards a scalable middleware.

3.5 Use Cases

3.5.1 Paraview Web

The Army Research Lab [18] has developed a high-resolution data visualization framework [79] on top of the ParaViewWeb [66] supporting both scientific and non-scientific data visualization within a single framework. Fig. 3.24 shows their data visualization application running on a high-resolution tiled display within the SAGE2 [59] framework. It shows an
example of using Paraview web to visualize one billion tweets on a map interface similar to TwitterMap. Additionally, their interface can show temporal patterns for the selected regions for a more in-depth analysis. Cloudberry is used as a middleware layer between a data management system and the visualization side of the ecology. Based on their experience, it is simple for the frontend application to interface with Cloudberry. The frontend passes a JSON request to Cloudberry and listens for messages and responses. As the Cloudberry middleware supports query optimization, there is no more complexity on the client side as compared to sending a query directly to a database. Therefore, the frontend can focus on the visualization tasks without worrying about performance issues.

3.5.2 Twitter Analytics

The TwitterMap application is used by the UCI public health department to conduct research on social media’s reactions to certain public health concerns. [47] studied the content of climate change in Twitter messages before, during, and after the November 8th, 2016 US
Presidential election. TwitterMap was used to generate the by-time trend of the related topics. [60] employed TwitterMap to investigate the feasibility of using Twitter data for Zika virus epidemic tracking and forecasting at a national and state (Florida) level. They demonstrated the value of utilizing Twitter data for the purposes of disease surveillance and early disease signaling. TwitterMap was used to quickly generate geographic and time patterns of the “zika” related tweets to compare with the official Zika cases reported by U.S. Centers for Disease Control and Prevention (CDC).

3.5.3 Connecting to Different Databases

Cloudberry is a general-purpose middleware system that can not only allow multiple different applications to request various datasets, but also connect to different databases.

We have implemented an AsterixDB connector to communicate with an AsterixDB cluster by using SQL++ statements. We also implemented a MySQL connector and a PostgreSQL connector to interact with a MySQL database or a PostgreSQL database by using their SQL dialects. With minimal schema changes (due to their flattened relational model), one can successfully build the TwitterMap application with the data stored in MySQL or PostgreSQL database separately. More details can be found on the Cloudberry Wiki page [27].

3.6 Comparison with Related Work

Analytics and Visualization Systems

There have been many research studies on data analytics and visualization as surveyed in [37]. Frontend visualization solutions, like Superset [80] and Polaris [78], can generate precise sets of relational queries from the visualization specification in the user interface. Such solutions
could be clients of Cloudberry that could be used to quickly retrieve their required data.

There are in-memory visualization solutions, like Nanocubes [55], ImMens [56], that rely on in-memory data structures to reduce query processing time. These solutions would not scale easily if the data size is larger than memory.

There are specialized storage systems supporting interactive analytics on big data. Druid [95] is a high-performance, column-oriented, distributed data store. Dremel [61] combines multi-level execution trees and a columnar data layout to store read-only nested data, and it can support interactive aggregation queries over trillion-row tables. MapD [58] provides an analytical solution by relying on hardware GPU support. Our solution is extensible in the sense that by building the corresponding database connectors, Cloudberry can sit on top of these systems to explore the shared context between queries to further reduce the query time, which could then save computation resources.

Some visualization systems use pre-processing to reduce their query latency in the case where the workload is known in a-priori. Battle et al [20] developed middleware based on a memory cache to serve data tiles from a backend database based on users’ recent requests. Hippo [96] pre-partitions the data on a pre-defined attribute and builds a lightweight index structure to skip the irrelevant pages if they do not contain the queried partitions. Since their results are calculated beforehand, this approach may not be feasible if each query is not known a-priori. XmdvTool [72] provides speculative prefetching strategies where the interaction options in the visualization frontend are limited.

There are also domain-specialized visualization systems. KITE [57] is an end-to-end system capable of managing microblog data at a large scale. HadoopViz [33] uses a MapReduce-based framework to generate high-quality geographic images with giga-pixel resolution for spatial data. Our work targets more general domains and more diverse workload.

There are also end-to-end systems, such as Tableau [83] and DVMS [90], that are designed
to explore cross-layer optimization opportunities from the bottom data management layer to the top visualization layer. Since the outputs of the system are visualization figures, the solution may not be easily integrated with other existing frontend user interfaces. Besides, this kind of systems need to store another copy of the data in their own managed space. From the developer’s perspective, this additional overhead to maintain an entire copy of the dataset just for visualization may not be acceptable.

BlinkDB [4] and INCVISAGE [68] answer queries interactively by delivering approximate results using sampling techniques. The approximate answering technique could also be used in our system.

**Materialized Views**

Materialized views have been studied intensively in the literature [40, 2, 41, 43, 38, 67]. Given a set of predefined views, the problems are divided into two categories: 1) maintaining materialized views efficiently when the base dataset changes, and 2) answering queries using views effectively to improve performance and availability. Given a general-purpose database environment, the maintenance workload must consider deletions and updates, which greatly increase the overhead of maintenance compared to the unique scenario of append-only datasets. Answering queries using views to find the least expensive plan is computationally hard even for restricted query classes [2]. The work in [43, 38] has explored various rewriting techniques that can apply to both select-project-join view and aggregation views. These techniques are being used in our work to implement materialized views in the middleware layer instead of in the database layer. In this way the visualization frontend can connect to the dataset in a database system that does not have its own support for materialized views. Moreover, Cloudberry’s views are automatically managed by the middleware layer based on the query logic. The visualization frontend then does not need to handle query performance issues.
Data Cube

Data Cube [39] is another pre-computing technique to generate aggregation results for pre-defined multidimensional groups. There are many studies of efficiently computing data cubes [3, 44, 71] and organizing them for query answering [44, 75, 75]. There are also systems [52, 77] that generate a data cube for a large dataset stored in Hadoop or HBase. Different from the materialized view approaches, data cube systems usually enumerate all combinations of every dimension value so that users can quickly slice and dice on the specific range of dimensions to get the pre-calculated results. However, the exploration path is largely limited by the pre-defined dimensions and aggregation functions during cube construction. For example, this approach cannot support slicing on measurement fields. Especially for the case of keyword matching, it is infeasible to enumerate all keywords in a text field to build the cube. Our system adopts the notion of *dimension* and *measurement* only for the purpose of supporting better query rewriting. The views in Cloudberry can be built by applying any filter conditions, either on dimensions or measurements.

Semantic Caching

Semantic caching [30, 16] studies how to reuse subsets of input tables that are stored in a client-side cache. Each entry is modeled semantically as a set of queries, rather than at the physical level as a set of data pages or tuples. When a query is submitted to the client and can be answered (partially) using the cache, only a “remainder query” will be sent to the server to fetch the residual results. The technique needs to split the result on an attribute with bounded value space, thus its usage is limited and more suitable for a predefined query workload on the client side. We have implemented this technique in the TwitterMap frontend in [50] to cache the geographic aggregation results in order to skip unnecessary Cloudberry requests. Our work in the middleware layer focuses on using much richer context information.
Automated Physical Design

Automated tuning [24] is a rich field including topics such as partitioning [65, 70], index selection [12, 73], and materialized view selection [6, 7, 19, 31]. Adaptive index selection creates and drops indexes on-the-fly [12, 73]. Adaptive materialized view selection [6, 7, 19, 31] shares the same philosophy by selecting the most promising views based on the observed queries. Most of the index and materialized view selection techniques use a DBMS optimizer’s cost model to evaluate the benefits of an index or view, and they have to be implemented inside a database. Cloudberry implemented the automatic view maintenance in the middleware layer, which may save the frontend development efforts for managing the views if the application connects to a database systems without the automated physical design support.

3.7 Conclusions

In this chapter, we have presented the design, implementation, and use cases of Cloudberry, a general-purpose middleware system specially designed for interactive analytic and visualization applications for large-scale data. It can reduce the query response time remarkably by utilizing materialized views stored in the database. By using the example TwitterMap, we demonstrated that it is a suitable solution to support interactive data analytics and visualization on one billion tweets. By using an example Paraview web application and building connectors to different databases, we have demonstrated that Cloudberry is general-purpose and can be used by various frontend applications on different backend database systems. We have open-sourced the Cloudberry system (http://cloudberry.ics.uci.edu) since 2015, and we
invite others to download and try the system.
Chapter 4

Drum: A Rhythmic Approach to Interactive Analytics on Large Data

4.1 Introduction

Data exploration and analytics are becoming increasingly important in applications to help users gain insights from their data and make time-critical decisions. Data analysis can become even more powerful and desirable by being interactive, so that users can see the results quickly, ideally in sub-seconds latency after submitting a request. At the same time, achieving such a user experience is technically challenging on large data sets due to the high computational cost.

One way to solve the problem is to materialize earlier query results as views, with which we can answer future related queries, as discussed earlier in Chapter 3. This view-based approach does not solve the problem completely, since there can always be queries that cannot be answered using materialized views, thus resulting in a high latency.
As a motivating scenario, suppose the first request that the TwitterMap application sends to Cloudberry is “show the number of tweets mentioning the keyword zika per state”. Since there are no views available, Cloudberry has to send the query to the database as it is:

\[
Q: \text{SELECT state, COUNT(*)}
\text{FROM twitter t}
\text{WHERE ftcontains(t.text, "zika")}
\text{GROUP BY state;}
\]

The predicate \text{ftcontains(}message, "zika") checks if the textual \textit{message} value contains the keyword zika. Due to the large number of records in the relation, the query Q may take a long time to finish, and the user has to wait during this period. One way to solve this long-waiting-time problem is to issue a sequence of cheaper “mini-queries” by adding a range predicate on the \textit{create_at} attribute so that each of them can be answered by the database system efficiently. Then Cloudberry can merge the results as needed and send them back to TwitterMap progressively. Finally, the frontend user interface can be updated more quickly, which in turn leads to a more responsive user experience as demonstrated in Section 2.5.4.

The following is an example mini-query:

\[
Q_m: \text{SELECT state, COUNT(*)}
\text{FROM twitter t}
\text{WHERE ftcontains(t.text, "zika") AND}
\text{2016-01-01 <= t.create_at AND t.create_at < 2016-03-01}
\text{GROUP BY state;}
\]

One naive solution is to divide the space of the \textit{create_at} attribute into multiple \textit{fixed-length intervals} and generate a mini-query for each of them. For instance, we could divide
the attribute into multiple months and generate a mini-query for each month. While this slicing method is easy to implement, it has two major limitations. First, the interval is difficult to decide, especially for queries with different query times. For instance, a tweet query for a popular keyword such as water can take a much longer time than a query with a rare keyword such as authoritarianism. Second, the user experience can be very poor due to the large variance of running times of the min-queries, mainly due to two factors.

1. The data distribution along the slicing attribute can be skewed. Fig. 4.1 shows the distribution of the number of tweets mentioning the keyword zika, which has a large variance. There was a peak in the summer of 2016 due to the Olympic Games in Rio de Janeiro, Brazil and to the global concern about this potential epidemic, but public attention quickly diminished after that. If we divide the time range equally into 14 months (as shown in the figure), the mini-queries will have different running times because they need to access different amounts of data.

2. The performance of the backend database system can fluctuate over time, especially when there are multiple queries running simultaneously. As a result, some of the mini-queries can be fast, and others can be slow, causing the incremental results to be sent at an irregular pace.

In this chapter we study how to progressively answer a time-consuming query on a large data
set by generating a sequence of mini-queries. We focus on how to deliver the results of mini-queries smoothly by following an “expected rhythm” for the user so that the user sees regular updates of the incremental results. We address two main challenges, as discussed above: (1) The data distribution of the slicing attribute is hard to model using offline statistics, especially when the query can have various selection predicates. In the example, the user can type in arbitrary keywords, and it would be difficult to know a-priori the distributions for the keywords. (2) The performance of the database system can be very dynamic and thus hard to model offline due to other running queries that compete for the limited computing resources. We make the following contributions here:

- We formulate an optimization problem to generate the predicates of mini-queries by considering both their total running time as well as the smoothness of result delivery to deliver incremental results at a rhythmic pace to improve the user experience (Section 4.2).

- We develop an adaptive framework, called “Drum”, in which we collect run-time behavioral statistics of the mini-queries and the backend database system. It includes a regression function for the relationship between the predicate and the running time of a mini-query and an uncertainty model for the estimation error of the regression function. It also includes a greedy algorithm that can automatically use the observed performance information to generate the predicate for the next mini-query (Section 4.3).

- We develop a technique that considers both the total running time and the penalty of missing the next expected milestone to deliver the incremental results. Based on a rigorous analysis of the benefit and cost of varying the predicate, this technique can select a predicate that can maximize the expected gain of the next mini-query (Section 4.4).

1Drum stands for “Data Retrieval Using Milestones.”
We have conducted an extensive experimental study on a real, large data set of social media tweets to evaluate Drum and these techniques and to demonstrate their efficiency (Section 4.5).

4.2 Problem Formulation

4.2.1 Architecture and Query Slicing

We consider a widely-used multi-tier Web architecture that includes a backend database system, a Cloudberry middleware server, and a frontend application, such as the web service as described in Section 2.1. The frontend application sends requests to Cloudberry, which in turn generates queries to the backend system to retrieve results and sends a response to the frontend.

Consider a dataset $R$ that contains a set of fields in the backend database. The middleware posts a query $Q$ to the dataset. Due to a large number of records in $R$, the query $Q$ can be computationally expensive, and the user needs to wait for a long time to see the results. We assume that the dataset $R$ has an attribute $\rho$, called a slicing attribute, using which the middleware can generate a sequence of mini-queries $Q_1, Q_2, \ldots$, and send them to the backend. Each mini-query $Q_i$ is $Q$ with an additional filtering condition on the slicing attribute $\rho$. After receiving the results of each mini-query $Q_i$, the middleware uses these results to update the frontend interface. We make the following two assumptions:

1. Each mini-query is much faster than the original query $Q$, e.g., due to the smaller amount of data accessed by $Q$ and an available index on this attribute.

2. The results of these mini-queries can be incrementally combined to compute the results of the query $Q$. 
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Section 4.1 showed an original tweet query $Q$ and a mini-query $Q_m$ on this dataset. Notice that after receiving the results of each mini-query, the frontend can decide how to combine them with earlier results and update the interface. It can either show the results as they are or it could show estimated results for the whole data set based on a statistical model. Our work mainly focuses on the timing of the generated mini-queries, not on the way their results are displayed. We also focus on the case where the $\rho$ is a numerical attribute.

### 4.2.2 Slicing Schedules and User Satisfaction

There can be many ways to slice a query into mini-queries. Fig. 4.2 shows three ways to answer our example query $Q$. (We call each of them a slicing schedule, or just schedule for short.) The first schedule $S_1$ uses a single query ($Q$) that takes 6 seconds to finish. The second schedule $S_2$ uses 4 mini-queries that take 2 seconds each, with a total time of 8 seconds. The third schedule $S_3$ also uses 4 mini-queries, but they take 1, 3, 1, and 3 seconds, respectively.

![Figure 4.2: Three query-slicing schedules, where each thick line indicates a delay for an expected 2-second pace.](image)
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When deciding a good strategy to slice a query, we need to consider how the corresponding mini-query schedule affects the user experience. In the three schedules above, schedule $S_1$ takes the least amount of total time (6 seconds), but the user cannot get any intermediate results before that. Schedule $S_2$ takes a longer time (8 seconds) to finish, but it gives the user an earlier response and updates the interface periodically every 2 seconds. Schedule $S_3$ takes the same total amount of time as $S_2$, but its update frequency is not regular. From the user’s perspective, the way the interface is updated in $S_3$ is not very “smooth”, as the next time the new results are shown is not predictable. Schedule $S_2$ updates the interface with a regular pace and has a better predictability and rhythm in terms of the next time the user expects the interface to be refreshed, so it provides a better user experience.

### 4.2.3 Schedule Quality

The example above suggests the following factors that affect the user experience in the way mini-query results are delivered:

1. **Total running time**: For a frontend request, we want to minimize the total time of these mini-queries to compute the complete results.

2. **Smoothness of result delivery**: Users want the frontend to be updated at a *regular* pace so that the next time of seeing new results is predictable.

Based on this analysis, we define the cost of a schedule $S$ as follows:

\[
Cost(S) = Cost_t(S) + Cost_m(S). 
\]  

(4.1)

In the formula, $Cost_t(S)$, measures the overall time cost of the mini-queries, which can be quantified by their total running time. $Cost_m(S)$, where “$m$” means “smoothness,” measures
the smoothness of result delivery. To quantify this cost, we assume a given desired pace parameter $P$ (an interval time), and the user expects an update of the frontend $P$ seconds after the previous update. Every time the middleware does not update the interface after this time $P$, this schedule needs to pay a “missing-the-deadline” penalty. The smoothness cost can be quantified as:

$$Cost_m(S) = \alpha \sum_i D_i.$$  \hspace{1cm} (4.2)

In the formula, $\alpha$ is a weight used to quantify the penalty of missing the next deadline. $D_i$ is the delay time of mini-query $Q_i$ based on the pace $P$, defined as:

$$D_i = \max(0, U_i - (U_{i-1} + P)),$$  \hspace{1cm} (4.3)

where $U_i$ and $U_{i-1}$ are the update times when the actual results of mini-queries $Q_i$ and $Q_{i-1}$ are delivered to the frontend, respectively. The general idea is shown in Fig. 4.3. Notice that the middleware starts the new mini-query $Q_i$ right after the previous mini-query $Q_{i-1}$ finishes, but the middleware can choose to wait for some time before delivering the results to the frontend in order to provide a smooth experience, since the user is expecting an update at time $U_{i-1}$ based on the pace $P$. (Our developed results are orthogonal to whether or not the middleware decides to wait on the mini-query results before the next milestone).
Table 4.1 shows the formula costs for the three schedules in Fig. 4.2 when the pace \( P = 2 \) seconds. Take schedule \( S_3 \) as an example. It finished in 8 seconds, so \( Cost_t(S_3) = 8 \) seconds. Its \( Q_1 \) and \( Q_3 \) did not miss their deadlines, while \( Q_2 \) and \( Q_4 \) missed their deadlines by 1 second each, so its smoothness cost is \( Cost_m(S_3) = \alpha \times 2 \) seconds. If \( \alpha = 2 \), for example, the total cost of \( S_3 \) is 12 seconds. In general, the lower the cost a schedule has, the better a user experience it provides.

![Table 4.1](image)

<table>
<thead>
<tr>
<th>Schedule</th>
<th>Cost</th>
<th>Cost (( \alpha = 2 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1 )</td>
<td>( 6 + 4\alpha )</td>
<td>14</td>
</tr>
<tr>
<td>( S_2 )</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>( S_3 )</td>
<td>( 8 + 2\alpha )</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 4.1: The costs of the schedules of Fig. 4.2

Next we study the following problem: \textit{given a query \( Q \), generate a sequence of mini-queries whose execution schedule has a minimal cost.}

### 4.3 Drum: An Adaptive Framework for Generating Mini-Queries

In this section, we present an adaptive middleware-based framework, called \textit{Drum}, to dynamically decide a condition on the slicing attribute for the next mini-query based on statistics collected from earlier mini-queries. A main advantage of this framework is that it does not require any apriori knowledge about the performance characteristics of the backend database system, and it can be adaptive with respect to skewed data distributions and performance fluctuations of the backend.

Fig. 4.4 shows the framework. Each incoming request from the frontend is submitted to the mini-query generator. The generator utilizes estimation information provided by the
estimator module to choose a range of size $r_i$ of the slicing attribute for the next mini-query $Q_i$. It then generates $Q_i$ and sends it to the backend database to execute. After the intermediate results return, the middleware sends updated results to the frontend, possibly by combining them with earlier results. Meanwhile, the run-time statistics of executing the mini-queries are collected and stored in the estimator module. The estimator utilizes the collected information to help the generator create the next mini-query. Next we give the details of the framework.

### 4.3.1 Regression Function

The regression function in the estimator is used to capture the relationship between the slicing predicate range size and the corresponding mini-query running time. As more statistics are collected, the regression function can become more accurate. Since each mini-query is obtained by adding a predicate on the slicing attribute, we need to know how this predicate affects the execution time of the mini-query. As an example, if the mini-query time is closely related to the number of records satisfying the predicate, we can use a linear function between a predicate range size $r_i$ and the running time $f(r_i)$ for the next mini-query $Q_i$:

$$f(r_i) = a_1 r_i + a_0. \quad (4.4)$$
Notice that the values $a_1$ and $a_0$ in the regression can be request-dependent, so we build a linear regression for each request. That is, we would have one linear function for a Zika tweet query and another for a Trump query. We can use a standard curve-fitting algorithm with the least squares fitting method to train the linear models on the collected pairs of range size and running time. Each newly added observation from running a mini-query can update the linear model. Note that due to data skew and fluctuation of system performance, the relationship between the predicate range size and running time can also change over time. To enable the regression function to quickly adapt to such changes, we can adjust the length of the history to train the model. As an illustration, Fig 4.5 shows an actual linear model learned from a collection of pairs of range size $r_i$ and running time $t_i$:

4.3.2 Uncertainty Model

The real running time $t_i$ for a mini-query $Q_i$ will differ from the predicted time $f(r_i)$ from the regression function. The uncertainty model in Drum is used to measure the distribution of
such per-query errors for use in selecting $r_i$. We consider two types of models: (1) *Histogram*: We split the space of the errors into equal-size bins and maintain a frequency for each bin. (2) *Gaussian function*: We use a function to model the error distribution. For example, we can assume errors follow the Gaussian distribution function $N(0, \sigma)$. Fig. 4.6 shows both the histogram distribution and Gaussian distribution for the errors $t_i - f(r_i)$ collected in Fig. 4.5. For the same collection of observations, using different models can produce different probability values and thus lead to different mini-query choices.

In reality, the error distribution may depend on the target running time $f(r_i)$. Intuitively, the larger the time $f(r_i)$, the harder it may be to decide a predicate range $r_i$ to achieve the desired time. In addition, the middleware has a limited number of performance data points collected during the execution of past mini-queries. For simplicity, our model will assume that the error distribution is independent of the target time $f(r_i)$. That is, if the error probability distribution function (PDF) is $PDF(t_i - f(r_i))$, then for a specific given $f(r_i)$, the distribution of $t_i$ is $PDF(t_i|f(r_i)) = PDF(t_i - f(r_i))$. For instance, when using the
Gaussian distribution to model the error distribution as $N(0, \sigma)$, we assume the real running time $t_i$ follows the distribution of $N(f(r_i), \sigma)$, where $f(r_i)$ is the target running time and $\sigma$ is the standard derivation of all the observations.

### 4.3.3 Tradeoff of Running Time and Penalty

When deciding the predicate range $r_i$ for the next mini-query $Q_i$, if we choose a large range, the total running time can be reduced, since the middleware will send fewer mini-queries to the database. At the same time, a mini-query with a large range $r_i$ will have a longer execution time, which can cause a large penalty of missing the next deadline. To consider the tradeoff between the two factors, we define the following scoring function for mini-query $Q_i$:

$$
\text{score}(Q_i) = \begin{cases} 
\frac{r_i}{I} & \text{if } t_i \leq L_i \\
\frac{r_i}{I} - \alpha \frac{t_i - L_i}{C(L_i)} & \text{otherwise.} 
\end{cases}
$$ (4.5)

In the function,

- $I$ is the entire interval range of $Q_i$’s slicing attribute;
- $r_i$ is the predicate range on the slicing attribute of $Q_i$;
- $\frac{r_i}{I}$ quantifies the progress that $Q_i$ will contribute to the overall task;
- $L_i$ is the time limit (i.e., time to deadline) for the next mini-query $Q_i$. As shown in Fig. 4.3, the limit $L_i$ can be bigger than the pace $P$ if the previous query $Q_{i-1}$ completes before its own deadline;
- $t_i$ is the real running time of query $Q_i$;
- $\alpha$ is the constant weight in the penalty function in Equation 4.2.
• $C_i$ is the estimated total number of mini-queries needed. It can be estimated from the number of mini-queries issued so far and the summation of the relative progress that has been made. $C_i L_i$ is thus a current estimate of the total running time, making the penalty be on the same scale as the progress $\frac{r_i}{I}$. Notice that $C_i$ is specific to the mini-query $Q_i$, but in our analysis step for deciding range $r_i$, it is a constant.

Using the linear function in Fig. 4.5 and the error PDF from Fig. 4.6, Fig. 4.7 shows the score values for two $r_i$ values for $Q_i$, where we have $L_i = 2.2$ seconds from the time $Q_{i-1}$ was finished until the time we need to have the results of $Q_i$ in order to update the frontend. Fig. 4.7(a) shows the score for a strategy $A_1$ that picks a range $r_i = 16$ days for a target running time of $f(r_i) = 2.2$ seconds. When the real time $t_i$ is less than $L_i$, the score is equal to the progress. As the real time $t_i$ becomes larger than $L_i$, the score constantly decreases since we have to pay a penalty for missing the $L_i$ deadline. Fig. 4.7(b) shows the PDF of the running time $t_i$ that is of the same shape as shown in Fig. 4.6, but the mean of the distribution is $f(r_i) = 2.2$ instead of 0.

Fig. 4.7(c) shows the score function for another strategy $A_2$ that picks a range $r'_i = 12$ days and the target running time $f(r'_i) = 1.85$ seconds, which is more conservative by using a value smaller than $L_i$. Similar to the previous case, when the real time $t_i$ is less than $L_i$ (2.2 seconds), the score is a constant (which is smaller than the value when we had $f(r_i) = 2.2$). When the real time $t_i$ is larger than $L_i$, the score value constantly decreases. Fig. 4.7(d) shows the PDF of the running time $t_i$ when $r'_i$ is 12 days. As a consequence, compared to the previous $f(r_i)$, the PDF “shifts” to the left, providing a larger probability of having results to deliver to the user by the $L_i$ deadline. When comparing these two strategies, we notice that strategy $A_1$ is more aggressive by choosing a target running time $f(r_i) = 2.2s$ that is equal to the time limit $L_i$, while $A_2$ is more conservative by using a smaller time $f(r'_i) = 1.85s$ (with a smaller slicing range $r'_i$). As a consequence, $A_2$ has a lower progress $r'_i/I$, but it also has a lower probability of missing the deadline.
Figure 4.7: The score and error PDF for two target running times, \( r_i = 2.2 \) seconds and \( r'_i = 1.85 \) seconds, with time limit \( L_i = 2.2 \) seconds, \( f(r_i) = 0.08r_i + 0.9 \), and \( PDF(t_i) = N(f(r_i), 0.4) \).

### 4.3.4 Choosing the Range \( r_i \) for Next Mini-Query \( Q_i \)

At each step, Drum picks a range \( r_i \) to maximize the expected score for mini-query \( Q_i \) so that \( Q_i \) can finish as close to the deadline \( L_i \) as possible but have less risk of running longer than \( L_i \). In this heuristic way, the schedule composed by all \( Q_i \)'s can deliver the results at a regular pace. For a specific range \( r_i \), the running time \( f(r_i) \) can be estimated using the regression function. Let \( P(t|f(r_i)) \) be the PDF of the real running time \( t_i \) when the targeted time is \( f(r_i) \). Then the expected score \( E(score) \) of the mini-query \( Q_i \) can be calculated as:

\[
E(score(Q_i)) = \int_0^\infty score(Q_i)P(t|f(r_i))dt
\]

\[
= \int_0^{L_i} \frac{r_i}{T} P(t|f(r_i))dt + \int_{L_i}^{\infty} \left( \frac{r_i}{T} - \alpha \frac{(t-L_i)}{C_i L_i} \right) P(t|f(r_i))dt
\]

\[
= \frac{r_i}{T} - \alpha \int_{L_i}^{\infty} \frac{(t-L_i)}{C_i L_i} P(t|f(r_i))dt.
\]

\[(4.6)\]
Our goal is to compute a value \( r_i \) to maximize this expected score \( E(score(Q_i)) \).

### 4.4 Choosing an Optimal Predicate Range

We now study how to choose a predicate range \( r_i \) for the next mini-query \( Q_i \) in order to maximize the expected score \( E(score(Q_i)) \). We consider two different error models for the time distribution \( P(t|f(r_i)) \), namely histogram and Gaussian, and develop a technique for deciding the range \( r_i \) for each of them.

#### 4.4.1 Histogram

**Construction**

A histogram of the estimated error distribution can be constructed as follows. Take an equi-width histogram as an example. We first choose its error bin size \( b \). After running each mini-query \( Q_j \), we measure its real execution time \( t_j \) and compute the difference between \( t_j \) and the estimated time \( f(r_j) \). We identify the bin corresponding to this error, \( t_j - f(r_j) \), and increment the frequency of the corresponding bin.

**Calculating expected score for a given range \( r_i \)**

For a given predicate range \( r_i \) and the corresponding estimated running time \( f(r_i) \) from the regression function, we want to calculate the expected score for the generated mini-query \( Q_i \). The intuition of our method is the following. The obtained histogram will give an error distribution centered at \( f(r_i) \). We apply Equation 4.6 to compute the integral of the score using the error distribution. In particular, before the time limit \( L_i \) there is only
Figure 4.8: Use an error histogram to compute the expected score for targeting running time $f(r_i)$.

progress without any penalty, and after $L_i$ the penalty increases linearly. The integral can be computed based on the probability accumulated in each of the bins whose ending time is larger than $L_i$. Depending on the distance between $f(r_i)$ with $L_i$, the $L_i$ could fall into different bins with different probabilities, which results in different score computations.

Using the previous example of $L_i = 2.2$ seconds and $f(r_i) = 0.08r_i + 0.9$, Fig. 4.8 shows the histogram distribution of the running time $t_i$ when $r_i = 12$ days and $f(r_i) = 1.85$. The limit $L_i$ falls into the 5-th bin in the histogram, with error interval $[2.0, 2.3]$. The left four bins are all less than $L_i$, so they will not be contribute to the penalty. The two rightmost bins $[2.3, 2.6]$ and $[2.6, 2.9]$ are both larger than $L_i$. We thus need to multiply their probability with the linear penalty function to compute the integral. Within the interval bin $[2.0, 2.3]$, we assume the error is uniformly distributed, and can deal with the two pieces divided by the $L_i$ limit separately to compute the integral as the expected score. At the end, we take the summation of these three cases as the overall expected score.

Formally, we assume the error distributes evenly within each interval bin of id $k$. Hence the PDF for the error within the $k$-th interval bin is $PDF_k = Pr_k/b$, where $Pr_k$ is the aggregated
probability in the bin. Then the expected score can be computed as:

\[ E(r_i) = \frac{r_i}{T} - \frac{\alpha}{C_i L_i} \left( \int_{T_i}^{T_{i+1}} (1 - \frac{y}{b}) \frac{P_{r_i}}{b} (t - L_i) dt + \sum_{k=m+1}^{n} \left( \int_{T_k}^{T_{k+1}} \frac{P_{r_k}}{b} (t - L_i) dt \right) \right), \quad (4.7) \]

where

\[ \begin{align*}
\cdot n & : \text{total number of bins in the histogram;} \\
\cdot b & : \text{the width of each bin;} \\
\cdot k & : \text{the sequence id of each bin;} \\
\cdot T_k & : \text{the start time of the } k\text{-th bin;} \\
\cdot m & : \text{the id of the bin that time limit } L_i \text{ falls into, i.e., } T_m \leq L_i < T_{m+1}; \\
\cdot y & : \text{the time difference } L_i - T_m.
\end{align*} \]

For a specific range of \( r_i \) that makes \( L_i \) fall into the \( m \)-th bin, Equation 4.7 can be transformed to:

\[ E(r_i) = \frac{r_i}{T} - \frac{\alpha}{C_i L_i} \left( \frac{P_{r_i}}{2b^2} (b - y)^3 - \sum_{k=m+1}^{n} P_{r_k} y + b \sum_{k=m+1}^{n} P_{r_k} \left( \frac{1}{2} + k - m \right) \right). \quad (4.8) \]

**Computing \( r_i \) to maximize the expected score**

Fig. 4.9 shows how the expected score changes as we increase the range \( r_i \) for the histogram distribution in Fig. 4.8 for different values of the penalty weight \( \alpha \). As \( r_i \) increases, initially the expected score also increases, since the progress increases without much penalty. After a certain time, the expected score starts declining since the penalty of missing the time limit
also increases. There is an optimal \( r_i \) that can achieve the best expected score, and the optimal value depends on the penalty weight \( \alpha \).

In general, we can find an optimal \( r_i \) to maximize the expected score as follows. For each interval bin \( B_m \) that the time limit \( L_i \) falls into, we can use Equation 4.8 to compute a best \( y \) value, namely \( y_{\text{max}} \), that maximizes the expected score. The value \( y_{\text{max}} \), if it exists, must satisfy the following equation (see the Appendix A for more details):

\[
(b - y_{\text{max}})^2 = \frac{2b^2}{3Pr_m} \left( \frac{C_iL_i}{\alpha a_1 I} - \sum_{k=m+1}^{n} Pr_k \right).
\]  

(4.9)

Let \( g \) be the id of the bin that covers \( f(r_i) \). Using Equation 4.9 we can compute the corresponding \( y_{\text{max}} \) value. We can then compute the best \( f(r_i) \) as:

\[
f(r_i) = L_i - y_{\text{max}} - (m - g - 1/2)b.
\]

Then we can compute the best \( r_i \) value based on the regression function in Equation 4.4.
<table>
<thead>
<tr>
<th>Bin id $k$</th>
<th>$\max(E(score))$</th>
<th>$r_i$ (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.085</td>
<td>10.85</td>
</tr>
<tr>
<td>5</td>
<td>0.095</td>
<td>10.15</td>
</tr>
<tr>
<td>6</td>
<td>0.096</td>
<td>9.9</td>
</tr>
<tr>
<td>7</td>
<td>0.087</td>
<td>9.45</td>
</tr>
</tbody>
</table>

Table 4.2: Maximal expected score for each interval bin

Notice that the expectation score in Equation 4.8 will change based on which bin the $L_i$ falls into, so we need to examine all the possible bins to find the $r_i$ that yields the global maximum expectation. A simple $r_i$ optimization method is to find such a $y_{max}$ for each of the bins and choose the one with the largest value. Then we use the $y_{max}$ value for this chosen bin to compute the corresponding $r_i$ as the final predicate range on the slicing attribute. Table 4.2 shows the maximum expected score for each interval bin in the example in Fig. 4.8.

To terminate the search for the maximum progress earlier, we can start by being aggressive and choosing the target time $f(r_i)$ close to the time limit $L_i$. We can gradually decrease the $f(r_i)$ value by the bin size $b$. As a consequence, the progress will decrease, while the penalty also decreases, and the overall expected score increases. We can keep decreasing $f(r_i)$ until we reach an interval bin where the expected score starts to decrease. Then we choose the best $f(r_i)$ in this bin as the final value.

4.4.2 Gaussian Distribution

Assuming that the estimated time error $t_i - f(r_i)$ follows a Gaussian distribution $N(0, \sigma)$, the value of $t_i$ follows the distribution of $N(f(r_i), \sigma)$. The parameter $\sigma$ is the standard deviation of the observation data. We keep updating a single standard deviation estimate after seeing each new data point of the performance of the database system. One advantage of the Gaussian distribution is that it has a closed-form PDF. We can replace the PDF in
Equation 4.6 with $N(f(r_i), \sigma)$ and get the following function:

$$E(r_i) = \frac{r_i}{I} - \alpha \int_{L_i}^{\infty} \frac{t - L_i}{C_i L_i} \frac{1}{\sqrt{2\pi}\sigma} e^{-\left(\frac{t - f(r_i)}{\sqrt{2\sigma}}\right)^2} dt. \tag{4.10}$$

This equation can be transformed to

$$E(r_i) = \frac{r_i}{I} - \frac{\alpha\sigma}{C_i L_i \sqrt{2}} \left( \frac{1}{\sqrt{\pi}} e^{-z^2} + z \left(1 + \text{erf}(z)\right) \right), \tag{4.11}$$

where

$$z = \frac{f(r_i) - L_i}{\sqrt{2}\sigma}. \tag{4.12}$$

To compute an $r_i$ value to maximize the expected score, we need to find a value that makes the derivative of Equation 4.11 be 0, i.e., $E'(r_i) = 0$. The derivative can be transformed to

$$E'(r_i) = \frac{1}{I} - f'(r_i) \frac{\alpha}{2 C_i L_i} \left(1 + \text{erf}(z)\right). \tag{4.13}$$

Using the estimation model in Equation 4.4, we can compute $r_i$ as

$$r_i = \frac{\sqrt{2}\sigma z_{\text{max}} + L_i - a_0}{a_1}. \tag{4.14}$$

When

$$\alpha > \frac{2C_i L_i}{a_1 R}, \tag{4.15}$$
we have

\[ z_{\text{max}} = \text{erf}^{-1}\left( \frac{2C_i L_i}{a_1 I_{\alpha}} - 1 \right). \] (4.16)

To summarize, for a given time limit \( L_i \), penalty weight \( \alpha \), range space \( I \), coefficients \( a_1 \) and \( a_0 \) of the linear function, and variance \( \sigma \) of the Gaussian model, we can use Equation 4.14 and Equation 4.16 to compute \( r_i \) to achieve the maximal expected score.

### 4.4.3 An Example Sequence of Mini-queries

In this section, we use an example to illustrate how the Drum framework decides the sequence of mini-queries by using the adaptive regression function and the uncertainty model.

<table>
<thead>
<tr>
<th>Mini-query</th>
<th>( L_i )</th>
<th>( r_i )</th>
<th>( f(r_i) )</th>
<th>( t_i )</th>
<th>error</th>
<th>( \sigma )</th>
<th>new ( f(r) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_1 )</td>
<td>2.0s</td>
<td>1.0h</td>
<td>0.74s</td>
<td>0.5s</td>
<td>-0.24s</td>
<td>0.2623</td>
<td>-</td>
</tr>
<tr>
<td>( Q_2 )</td>
<td>3.5s</td>
<td>2.0h</td>
<td>1.13s</td>
<td>1.5s</td>
<td>0.37s</td>
<td>0.2623</td>
<td>-</td>
</tr>
<tr>
<td>( Q_3 )</td>
<td>4.0s</td>
<td>4.0h</td>
<td>1.92s</td>
<td>1.8s</td>
<td>-0.12s</td>
<td>0.2623</td>
<td>0.392r + 0.350</td>
</tr>
<tr>
<td>( Q_4 )</td>
<td>4.2s</td>
<td>9.2h</td>
<td>3.96s</td>
<td>3.0s</td>
<td>-0.96s</td>
<td>0.5294</td>
<td>0.269r + 0.611</td>
</tr>
<tr>
<td>( Q_5 )</td>
<td>3.2s</td>
<td>7.3h</td>
<td>2.57s</td>
<td>3.2s</td>
<td>0.63s</td>
<td>0.5503</td>
<td>0.302r + 0.578</td>
</tr>
<tr>
<td>( Q_6 )</td>
<td>2.0s</td>
<td>1.8h</td>
<td>1.12s</td>
<td>1.5s</td>
<td>0.38s</td>
<td>0.5255</td>
<td>0.286r + 0.710</td>
</tr>
<tr>
<td>( Q_7 )</td>
<td>2.5s</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 4.3: A sequence of mini-queries generated adaptively based on the latest statistical information. (\( \alpha = 25 \))

All Drum variants start with three mini-queries with fixed time ranges of one, two, and four times the minimal range, respectively, to accumulate the initial statistics, and then begin the adaptive process. An example of possible running times \( t_i \) for the first three mini-queries is shown in Table 4.4.

Based on the first three observations of range size \( r_i \) and running time \( t_i \), we can learn the linear function \( f(r_i) \), and use it to calculate errors \( (t_i - f(r_i)) \) to build the uncertainty
model. For simplicity, we use the Gaussian distribution model that only requires the standard deviation ($\sigma$) of the errors to estimate the uncertainty. Table 4.3 shows the chosen range size $r_i$ of each mini-query and how the model is adaptively updated based on newly arriving statistical information. Taking $Q_4$ as an example, after the first three mini-queries, we got the linear function $f(r) = 0.392r + 0.350$ and the uncertainty model $N(f(r), 0.2623)$. Given the time limit of 4.2 seconds, using Equation 4.14 we select the range size $r_4 = 9.2h$ for $Q_4$, which is predicated by the model to finish in 3.96 seconds. When $Q_4$ actually finished in 3.0 seconds, we calculate the error ($3.0s - 3.96s = -0.96s$), then update the standard deviation of the Gaussian model to $\sigma = 0.5294$. Meanwhile, based on the new observation of range size $r_4$ and running time $t_4$, we update the linear function as $f(r) = 0.269r + 0.611$, then use the new $f(r)$ and $\sigma$ to choose the next range size for $Q_5$. This online learning process continues until the mini-queries cover the entire value space of the slicing attribute.

### 4.5 Experiments

In this section we report the results of an empirical evaluation of the proposed Drum framework and its adaptive estimation techniques.
4.5.1 Setting

We collected 114 million tweets using the Twitter streaming API from November 14, 2016 to January 17 2017. We used Apache AsterixDB [13] (0.9.2 version) as the backend database to store the data. Its schema included the following attributes:  

\begin{verbatim}
(id: int, create_at: datetime, text: string, lang:string, stateID: int, countyID:int, cityID:int)
\end{verbatim}  

The total size of the records in the database was 90GB. The Drum middleware was written in Scala 2.11.7 and ran on a 64-bit JVM (Oracle 1.8 version). Both the middleware and the database ran on a machine with a CPU of 2 cores, 16GB memory, and a 500GB M.2 SSD disk, running the Centos 7 operating system. We evaluated queries to count the number of tweets mentioning a particular keyword. The original, unsliced queries to AsterixDB were in the following format:

\begin{verbatim}
SELECT COUNT(t)
FROM twitter t
WHERE ftcontains(t.message, $keyword);
\end{verbatim}

In the query, the predicate \texttt{ftcontains()} checks if the \textit{message} attribute includes a given keyword. We considered different types of queries regarding their keyword condition:

1. NoKeyword: The query did not have an \texttt{ftcontains} predicate;

2. Uniform keyword: The keyword in the query was distributed uniformly over the whole time range. An example was \textit{rain}, whose daily tweet number did not change very much over time;

3. Non-uniform keyword: The keyword had a skewed distribution in the time range. Example keywords were \textit{election} (popular around November 2016) and \textit{happy} (popular around January 2017).

We built a full-text index on the \textit{text} field to speed up these keyword-search queries. We used
the “create_at” field as the slicing attribute, which was the creation timestamp of the tweet. We also used this field to do filtering for the AsterixDB indexes [15], which can prune irrelevant disk components if a query has a range predicate on the attribute. Therefore, a mini-query with a short range condition on the create_at field ran faster than one with a bigger range. We assume the user was more interested in the latest results, so the slicing was moving from the latest time to the earliest.

4.5.2 Effect of Different Slicing Methods

For comparison purposes, we implemented the following methods to run a query:

1. No slicing (“NS”): we ran the original query as it was;

2. Fixed-length slicing (“FL”): we used a fixed interval size for the slicing attribute in each mini-query.

3. Baseline Drum (“DRUM-BL”): we used the Drum framework without an error model, and used a linear regression function to directly compute a predicate range for the next mini-query without considering the penalty of missing the next milestone;

4. Drum with a histogram error model (“DRUM-HS”): we used a histogram error model (Equation 4.7) to decide the next predicate range;

5. Drum with a Gaussian error model (“DRUM-GA”): we used a Gaussian error model (Equation 4.10) to decide the next predicate range.

All Drum methods started with 3 mini-queries with a fixed creation timestamp range of one, two, and four hours respectively to accumulate the initial statistics and then began the adaptive process. For each query, we ran each slicing method three times and computed their average performance numbers. We set the desired rhythmic response pace to be 2 seconds.
As explained in Section 4.1, a good fixed length is hard to decide for the FL method. To give it a fair (comparable) setting, we used the average number of mini-queries obtained from the DRUM-BL method for our different keywords.

**Number of mini-queries**

We first tested the different methods to evaluate their number of mini-queries. We considered four queries with different keyword conditions, namely keyword `rain` (uniform), keyword `election` (non-uniform), keyword `happy` (non-uniform and expensive), and `NoKeyword` (uniform and expensive). The results are shown in Fig. 4.10a. The NS method sent one big query directly to the database, so its number of mini-queries was always 1. The FL method used a fixed interval of 29 hours and issued 60 mini-queries regardless of the keyword condition. In contrast, the Drum framework dynamically adjusted the number of mini-queries depending on the observed performance numbers of the database system. For example, keywords `election` and `rain` were very selective, and their corresponding original queries would access fewer records than the query of the popular keyword `happy`. The Drum framework utilized the collected performance information and picked a bigger predicate range for these two queries. As a result, their numbers of mini-queries were much less than that of the happy query and that of the query without keywords. Among the three Drum methods, the DRUM-HS and DRUM-GA methods considered the uncertainty of the regression, thus were more conservative when generating the next predicate range and issued more mini-queries than DRUM-BL.

**Total running time**

Fig. 4.10b shows the total running time of the schedules generated by different models. The NS method had the least total running time because it did not do any slicing and thus did
not pay any overhead. The FL method sent 60 mini-queries and had a slightly longer total time. The times of all the DRUM methods were comparable, and they did not increase the running time much.

**Total delay of missing milestones**

We next evaluated the different methods in terms of their total delay time. The results are shown in Fig. 4.10c. The NS method had the longest delay because it did not give the user any updates until the whole query was finished. The delay time of FL was always 0 for the election and rain requests, as each of their mini-queries used a small fixed range and could finish before the next milestone. However, the same fixed range setting caused mini-queries of the expensive requests happy and NoKeyword to miss their deadlines. This result illustrates the difficulty of choosing a single range that works well for different requests. Compared to the DRUM-BL method, DRUM-HS and DRUM-GA used the histogram and Gaussian distribution uncertainty models to measure the penalty of missing a deadline, and hence they were more conservative regarding the range of each mini-query. As a result, the delays of DRUM-GA and DRUM-HS were much smaller.

**Total cost**

Fig. 4.10d shows the overall cost of a schedule generated by each method as defined in Equation 4.1, where the weight was set to $\alpha = 25$ to reflect a case where the client is concerned more about the pace of result delivery than the total running time. The NL method had the highest cost due to its long delay. The cost of FL was also significant for the two expensive queries happy and NoKeyword. The Drum methods had lower costs for all the queries because of the low penalty of their generated schedules. The DRUM-HS and DRUM-GA methods were able to balance the number of mini-queries and the risk of missing
Figure 4.10: Evaluating slicing methods
milestones, so their costs were the lowest.

These experiments showed that there was not much difference between the schedules generated by DRUM-HS and DRUM-GA. The main reason was that Drum is an adaptive framework, and it can automatically adjust the regression function based on observed performance numbers, so the estimation error distribution was similar to Gaussian.

4.5.3 Effect of Penalty Weight $\alpha$

We evaluated the effect of the penalty weight $\alpha$ in the scoring function of Equation 4.2. Intuitively, a higher $\alpha$ value means a higher penalty for missed deadlines, and the slicing method should become more conservative in generating the next predicate range. We did experiments using three different values for $\alpha$, namely 5, 25, and 125, for both DRUM-HS and DRUM-GA. Fig. 4.11a shows the number of mini-queries when using the DRUM-HS method. When $\alpha$ increases, the number of mini-queries also increases since each mini-query became
more conservative (with a smaller range). Meanwhile, the total delay decreased due to the smaller predicate ranges, as shown in Fig. 4.11b. The DRUM-GA results for different $\alpha$ values are shown in Fig. 4.12.

### 4.5.4 Adaptiveness of Regression Function

To evaluate the adaptiveness of the regression function, we considered two ways to derive the linear regression function: (1) All, which used the observed performance numbers of all previous mini-queries; and (2) Last10, which used the latest 10 performance numbers. The purpose here was to see how well the Drum framework can adapt to changes in the performance of the underlying database system. We considered the NoKeyword query, whose results were distributed evenly over the entire time range.

We first simulated a situation with a dynamic database workload. The first half of the mini-queries were run normally, but after some time we added a 1-second sleep to the database
Figure 4.13: Adaptiveness of the linear regression (adding a 1-second sleep for the second half of the mini-queries connection before sending each result back to the mini-query executor in order to simulate a case where the second half of the mini-queries took longer than the mini-queries with the same time ranges in the first half. Fig. 4.13 shows the results. The Last10 method was able to adapt to the new performance of the database, since its obtained linear regression better described the relationship between the predicate range and the running time.

We then simulated a situation where the database system is less stable. In this case we added a 1-second sleep randomly (with probability of 0.5) in the database connector for each mini-query. Fig. 4.14 shows the results. In this case, the linear function trained using the All method was more precise, and both its total running time and penalty were less than those for the Last10 method.

These two experiments showed that using fewer recent observations to train a linear function can help Drum to adapt to new backend performance changes as expected. However, if the underlying database is unstable, using fewer observations may more likely be affected by “noise”, making the trained model less precise, which could lead to worse performance (e.g., a longer running time and larger penalties).
Figure 4.14: Adaptiveness of the linear regression (adding a 1-second sleep for each mini-query randomly)

Remarks: In summary, we have seen that (1) The Drum framework can adaptively adjust the size of each mini-query to successfully reduce the amount of delay for different queries without any prior knowledge, and it does not increase the total running time by much. (2) The uncertainty models can automatically balance the number of mini-queries and the penalty of missing milestones depending on the weight on the penalties. (3) The Gaussian model and histogram model gave similar results. Since the Gaussian model is easier to implement, it is arguably the better choice to adopt.

4.6 Related Work

Progressive computing: Many approaches have been proposed in the literature to support interactive queries on large data sets residing in a backend database system [46, 42, 45, 64]. For example, [46, 42] developed a solution called “online aggregation” that progressively shows approximate aggregation answers with a confidence interval based on partial results and a statistical model. The solution relies on random sampling, which requires significant
changes to the underlying database system. [69] introduced another method for improving
the user experience by showing partial results, which also requires changes to the database
system. [28, 64] studied online aggregation in a MapReduce-like framework. [53, 82] studied
how to provide aggregation results with different levels of details incrementally by using
an auxiliary data structure specially designed for spatio-temporal data; the data structure
needs to be synchronized with the underlying database system. Our study is different since
we consider the case where the underlying database system is used as a “black box” without
any changes.

[81] also addressed how a middleware layer can decompose a query into mini-queries to
improve responsiveness. Their focus was mainly on how to select an attribute to do the
decomposition, and the generated mini-queries have the same-size predicate intervals. (See
the analysis of fixed-length intervals above.) Our focus is on how to generate variable-range
predicates for the mini-queries to maintain the rhythm of delivering results.

**Waiting time in progressive computation:** Since the user encounters a series of waiting
times, the quality of the experience heavily depends on the timing of those updates on the
frontend [32, 76]. Similar to the case of streaming online videos, user-perceived quality
can suffer from freezes during the delivery of results. A sudden, different waiting time can
be different from the user’s expectation, causing a negative experience [76, 88]. Thus, the
rhythm of result delivery is a key determinant related to user satisfaction in progressive
computing. Deciding a good amount of waiting time for the next incremental update has
been studied in [32, 21, 85]. [34] suggested 10 seconds as an upper time limit for keeping the
user’s attention focused on the interface. Instead of returning a single response after several
minutes, progressive computing provides a flow of partial results that helps users “lose their
sense of time” [29], resulting in a good experience of distorted time perception [76].

**Query time estimation:** Estimating the running time of a query is a fundamental topic
that has been extensively studied (e.g., [8, 91]). Many of the existing techniques can be
adopted in our Drum framework as part of the regression function. [92] considered an uncertainty model that relied on internal information about a database system that may not be available in many applications. [4] implemented a system called BlinkDB that allows users to choose a trade-off between query accuracy and response time. [93] considered an uncertainty model for admission control of multiuser workloads, which needs to be trained in advance on sample data. Our proposed Drum solution is different; it does not rely on internal information about the database system nor a pre-trained model, as it collects statistical information on the fly during the execution of mini-queries.

4.7 Conclusions

In this chapter, we have studied how to progressively answer a time-consuming query on a large data set by generating a sequence of mini-queries. We formulated an optimization problem to produce the predicates of mini-queries by considering both their total running time as well as the smoothness of result delivery. Its goal key is to provide the incremental results at a rhythmic pace to improve the user experience. We developed an adaptive framework called Drum that can collect run-time behavioral statistics for the database system to decide the predicate for the next mini-query appropriately. Drum is a general middleware solution that requires no changes to the underlying database system. Our experiments on a large, real data set showed that Drum and its techniques can reduce the delay of delivering intermediate results to the user without sacrificing much total time. Therefore, the user can see smooth result updates at the expected rhythm.
Chapter 5

Using Filters to Improve Secondary-to-Primary Index Search

5.1 Introduction

Fast query response time is critical for a good user experience. In the previous query slicing work, Cloudberry slices a query into a sequence of mini-queries by adding time-range predicates to the original query so that the mini-queries can run much faster to support a responsive user experience. It is always desirable to improve the query processing speed so that there will be fewer mini-queries needed, and hence less time for the frontend to receive the complete results.

To improve mini-query performance, the TwitterMap application benefits from the LSM filter feature [15] provided by AsterixDB to speed up the time-related queries. AsterixDB’s LSM filters provides a way to add additional metadata to LSM components and to exploit the metadata during query processing to skip irrelevant components. In order to efficiently utilize the power of the filters, the query needs to have a highly selective filter-related predicate.
This limitation largely restricts the scenarios that can utilize the pruning power of the filters. Unfortunately, many analytical queries do not match this pattern. For example, a mini-query can have a wide time-range predicate, and many index components will be matched by checking their filters. In such cases, the query time can not be reduced much.

In this chapter, we revisit the filter idea, explore the aligned structure property between secondary index components and primary index components, and propose an improvement for accelerating the secondary-to-primary search. The main idea is to propagate the filter information attached to a searched secondary index component along with its output primary keys to the primary index search. The primary index search can then still use filter hints to improve the speed, even though the query itself does not contain any filter-related predicates.

The rest of the chapter is organized as follows. First, we revisit the background of LSM-trees and the filter concept in Section 5.2. Then we introduce the idea of acceleration using secondary components’ filters in Section 5.3. We present the evaluation of the improvement in Section 5.4. Finally, we provide conclusions in Section 5.6.

5.2 Background

5.2.1 LSM-Tree

An LSM-tree [63] is an ordered, persistent index structure that supports typical operations such as insert, delete, and search. It is optimized for frequent or high-volume updates. By first batching updates in memory, the LSM-tree amortizes the cost of an update by converting what would have been several disk seeks into some portion of a sequential I/O. Entries being inserted into an LSM-tree are initially placed into a component of the index that resides in main memory, called an in-memory component. As shown in Fig. 5.1, when the space
occupancy of the in-memory component exceeds a specified threshold, entries are sequentially flushed to disk. As entries accumulate on disk, the entries are periodically merged together subject to a policy that decides when and what to merge.

5.2.2 Filter-based LSM Storage in AsterixDB

5.2.2.1 LSM Storage in AsterixDB

The AsterixDB’s storage layer [14] provides a general framework for converting a class of indexes (including conventional B-trees, R-trees, and inverted indexes) into LSM-based indexes.

Fig. 5.2 shows a snapshot of the LSM storage after inserting the records from Table 5.1. Each record contains the id field that stores the primary key, the time field that collects the timestamp, and the text field that holds the tweet content. After ingestion, there is one primary LSM B-tree index and one secondary inverted LSM index built on field text. The in-memory component of the primary LSM B-tree stores entries of \( \langle pk, record \rangle \) pairs and orders them by the primary key (noted as “pk”). There are multiple on-disk components of
<table>
<thead>
<tr>
<th>id</th>
<th>time</th>
<th>text</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>Zika virus symptoms and risks</td>
</tr>
<tr>
<td>2</td>
<td>34</td>
<td>Rio Olympics</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
<td>Flu virus</td>
</tr>
<tr>
<td>4</td>
<td>47</td>
<td>Zika cases</td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>Zika in mosquitos</td>
</tr>
<tr>
<td>6</td>
<td>67</td>
<td>News about Olympics</td>
</tr>
<tr>
<td>7</td>
<td>69</td>
<td>Ebola virus</td>
</tr>
</tbody>
</table>

Table 5.1: A sample dataset tweet. The id is the primary key. The value of the time field has a timestamp number. The text field contains a bag of words.

Figure 5.2: LSM storage example in AsterixDB.
the primary LSM B-tree that are formed by flushing an in-memory component or by merging multiple smaller on-disk components. Particularly for the case of the primary index, a disk component consists of a B-tree with an associated Bloom filter that is built by the primary keys stored in the specific component. The Bloom filter is used to skip irrelevant B-tree components when looking for a specific primary-key.

Similarly, the secondary index consists of an in-memory index structure and several on-disk index structures. Different from the primary index, a secondary disk component does not have Bloom filters. Logically, the secondary index stores entries of \( \langle sk, pk \rangle \), where \( sk \) represents a secondary key. Depending on the type of the index, the entries may be stored in different formats. For example, in the case of inverted index, all \( pk \)'s associated with \( sk \) are physically stored as a list in a separate inverted list file. Then the B-tree structure stores \( \langle sk, pointer \rangle \), where the \( pointer \) stores the offset of the list address in the inverted list file.

### 5.2.2.2 LSM Filter

The LSM filter is an additional piece of metadata added to each LSM component that stores the minimum and maximum values of a selected attribute (called the filter key) among the records in the component [15]. If a query has a predicate on the filter key, the query executor can exploit the metadata to skip irrelevant components.

Users of filters are advised to use time-correlated fields or a field that is monotonically increasing over the order of record arrivals as their filter field. In this case, the filters on the disk components are likely to have disjoint filter ranges, making them very effective for pruning. Fig. 5.3 shows an example of the SQL++ DDL to declare the \texttt{time} field filter of the \texttt{tweet} dataset in AsterixDB.

As shown in Fig. 5.2, after declaring the filter field, both primary and secondary index components contain an LSM filter. The in-memory component incrementally maintains the
CREATE DATASET tweet(tweetType) PRIMARY KEY id WITH FILTER ON time;

Figure 5.3: SQL++ DDL statement to declare the filter field.

minimum and maximum filter key values based on newly inserted values. When the in-memory component is flushed to disk, its filter record is also flushed to disk. During the merge phase, the minimum and maximum values for the resulting component’s filter record are taken from the smallest and largest values of all components participating in the merge. For example, as shown in Fig. 5.4, component $SC_1$ is created by merging the previous two on-disk components $SC'_{11}$ and $SC'_{12}$. The filter range of the merged component is set to cover both filter ranges of the previous components.

5.2.2.3 Filter-based Secondary-to-Primary Search

When a query comes to the system, the AsterixDB query optimizer first checks if the dataset has a filter. If so, then it analyzes the query to find if there are any filter-related predicates. Once the optimizer finds applicable predicates, it will pass them to all the index search
operators. At runtime, the index search operator uses the filter predicate to prune irrelevant components before searching them. Then a regular search on the index is performed only for the components that match the query’s filter predicates. Both the primary and secondary index search operators use the filter in the same way to skip unnecessary searches.

Fig. 5.5 shows the query plan for filter-based secondary-to-primary search. The secondary index is searched first to return all the matching primary keys. Then the keys are sorted and sent to the assign operator to attach the filter predicate ranges from the query. Finally, the primary index search operator searches for all primary keys one by one, and the associated filter predicate can be used to prune the irrelevant primary components during this process. Fig. 5.7 shows an example of the corresponding data flow when the query in Fig. 5.6 is issued.
<zika, 20 to 30 >

<table>
<thead>
<tr>
<th>Index Type</th>
<th>Disk Components</th>
<th>In-memory Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Secondary LSM keyword Inverted Index</td>
<td>SC₁</td>
<td>SC₀</td>
</tr>
<tr>
<td>(key field: text)</td>
<td>[25,47]</td>
<td>[69,69]</td>
</tr>
<tr>
<td></td>
<td>zika, [1,4]</td>
<td>virus, [7]</td>
</tr>
<tr>
<td></td>
<td>virus, [1,3]</td>
<td>news, [6]</td>
</tr>
<tr>
<td></td>
<td>no, [2]</td>
<td></td>
</tr>
</tbody>
</table>

(R1)

Figure 5.7: The physical data flow of filter-based secondary-to-primary search

Index Type                        | Disk Components   | In-memory Component |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary LSM B-tree Index (key field: id)</td>
<td>PC₁</td>
<td>PC₀</td>
</tr>
<tr>
<td></td>
<td>[25,34]</td>
<td>[69,69]</td>
</tr>
<tr>
<td></td>
<td>&lt;1, R1&gt;</td>
<td>&lt;7, R7&gt;</td>
</tr>
<tr>
<td></td>
<td>&lt;2, R2&gt;</td>
<td></td>
</tr>
</tbody>
</table>

(R1)
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The query optimizer finds a full-text search predicate `ftcontains(t.text, “zika”)` that can utilize the inverted index on the `text` field and another predicate `[[20, 30]]` that can utilize the LSM filter on `time` field of the `tweet` dataset. At runtime, both the keyword and the time range predicates are sent to the inverted index to find the matching primary keys. Given the filter predicate, `SC2` will be filtered out because its range `[48, 67]` does not overlap with the query predicate `[20, 30]`. The in-memory component is always selected because it can include update and delete operations. After the secondary index search, only the primary keys 1 and 4 are returned after searching `SC1`. The output records are sent to the sort operator, then through the “assign” operator to attach the same filter predicate range from the query again. Finally, the primary search operator receives a collection of primary key `pk`'s. The collection will be “unnested” in the sense that each `pk` will be searched independently by using a point lookup in the primary B-tree index. Hence, there will be a sequence of key searches instead of one search as in the secondary index search case. For each `pk` search, the filter predicate from the query is again used to prune irrelevant disk components. For example, there is no need to search `PC2` and `PC3` since their component filter ranges do not overlap with the query predicate. Note that since each `pk` search is a point lookup, the Bloom filter will also be used to eliminate unnecessary B-tree component accesses in the primary index search. Finally, `pk = 1` will be found in `PC1`, and `R1` will be returned from the index and pushed to downstream operators.

5.2.2.4 Merge Policies

The flushed on-disk components are periodically merged together to improve the query performance. During the process, the merge policy plays a critical role to decide when and what to merge.

The prefix merge policy relies on component sizes and the number of components to decide which components to merge. When the size of a component exceeds a certain limit, which
SELECT t FROM tweet t
WHERE ftcontains(t.text, "zika");

Figure 5.8: SQL++ query to count the number of tweets mentioning zika.

can be configured by users, the component is not included in the merging process. The size limit parameter is shared by all indexes that are built on a dataset, and each index is merged independently. Since the size of the secondary index is often comparatively smaller than the primary index, the number of secondary components can be much less than the number of primary components.

The correlated-prefix policy delegates the decision of merging the disk components of all the indexes in a dataset to its primary index. When the policy decides that the primary index needs to be merged, it will issue successive merge requests to the I/O scheduler on behalf of all other indexes associated with the same dataset. The end result is that secondary indexes will always have the same number of disk components as their primary index and that they will be aligned in terms of their filter ranges.

5.3 Using Filters to Improve Secondary-to-Primary Index Search

5.3.1 Basic Idea

LSM filters can improve the performance of a query if the query contains a highly selective predicate on the LSM filter field [15]. Otherwise, if the query does not contain a filter-related predicate or the predicate range is not highly selective, the filter is inapplicable or of limited use.

1The idea is primarily credited to Yingyi Bu.
Figure 5.9: The relationship between secondary-index components with primary-index components based on their filter value. The primary key found in a secondary component does not need to be probed on the primary components whose filter values are not overlapping with the secondary component’s filter.
However, in the secondary-to-primary search case, since both secondary and primary index components contain the filter metadata, the filter ranges of the secondary components can still be used to improve the primary index search regardless of whether the query has a filter related predicate or not. We illustrate the idea with an example.

Suppose the LSM storage layout is the same as shown in Fig. 5.2. The inverted index has two on-disk components, and the primary B-tree has three on-disk components. All components have associated filters that are formed from the minimum and maximum values of the time attribute of the records within each component. The issued SQL++ query is the one shown in Fig. 5.8, which computes the number of tweets mentioning zika.

Since the query does not contain a filter predicate, all secondary components will be searched to get a list of “zika”-related primary keys (pk’s). After the pk’s arrive at the primary index search, again each pk will search (possibly) all the disk components in the reverse-chronical order to obtain the matching record. (The older components will not be accessed once the pk has been found in a more recent component).

On more careful consideration, we can observe that some of the primary components actually do not need to be searched. As illustrated in Fig. 5.9, the LSM filter ranges of the secondary and primary components reveal some relationships between them. For example, the secondary component $SC_2$ stores the $text$ field of the tweets that were created between 48 and 67, and the filter of primary component $PC_3$ indicates that $PC_3$ only stores the records from 48 to 67. Logically, to search the matched primary key 5 from $SC_2$, only $PC_3$ needs to be searched. Similarly, to check the primary keys 1 and 4 obtained from $SC_1$, only $PC_1$ and $PC_2$ need to be accessed.

To utilize this relationship between the secondary and primary components, we can choose to carry the filter value from the secondary index along the data flow pipeline to the primary index search operator. The primary index search can then reuse the original filter-based
pruning logic to skip the irrelevant components and thus improve the performance.

5.3.2 Implementation in AsterixDB

To implement this search improvement when filters are available, we modified the existing filter rewrite rule in the AsterixDB optimizer. Fig. 5.10 shows the logical query plan after applying the rewrite rule. The optimizer analyzes the query to see if there is any secondary-to-primary index search. If so, it sets the parameter in the secondary search to have it output the \( pk \) and also append a pair of filter values (denoted as \( T_s \) and \( T_e \)) of the component where \( pk \) come from. Each resultant record can be represented as a triple \( \langle pk, T_s, T_e \rangle \). The entire list of records will be sorted on the \( pk \) field and sent to the primary index to use in its search. The primary index search operator can then utilize the filter predicate in the record for every \( pk \) search to prune components for different \( pk \)'s independently. If multiple indexes are found
in the path, all indexes will append the filter values of their own. The records will then be sorted by \( pk \) and sent to the intersect operator. Only the records whose \( pk \)'s appear in all the index paths will be selected, and only one of the index's records will be output. (Ideally, the output record could have a narrower filter range computed by getting the overlapped range by comparing the multiple filter values. However, the intersect operator supported in Hyracks is a general-purpose operator without an interface to specify such merging logic.) Finally, the intersected records are sent to the primary-index-search operator to execute the filter-based index search.

5.4 Experiments

In this section, we present the result of an experimental evaluation of the proposed filter-based secondary-to-primary index search implemented in AsterixDB. We focus on the queries that can trigger the secondary-to-primary index search but without any filter related predicates. We show the effect of using the improved filter-based index searches with different secondary index access paths and merge policy settings.

5.4.1 Dataset

We used one month of real Twitter data collected via the Twitter streaming API from September 13, 2016 to October 14, 2016. The dataset had 54 million records with a total size of 50GB. The schema of the dataset is shown in Fig. 5.11.

The size of each tweet was about 1KB. Some of the fields of a tweet that can have an impact on the storage layout and as well as query performance are as follows:

- \( id \): the primary key of a tweet;
```sql
create type typeUser if not exists as open {
  id: int64,
  name: string,
  screen_name: string,
  lang: string,
  location: string,
  create_at: date,
  description: string,
  followers_count: int32,
  friends_count: int32,
  statues_count: int64
}
create type typePlace if not exists as open {
  country: string,
  country_code: string,
  full_name: string,
  id: string,
  name: string,
  place_type: string,
  bounding_box: rectangle
}
create type typeGeoTag if not exists as open {
  stateID: int32,
  stateName: string,
  countyID: int32,
  countyName: string,
  cityID: int32,
  cityName: string
}
create type typeTweet if not exists as open {
  create_at: datetime,
  id: int64,
  "text": string,
  in_reply_to_status: int64,
  in_reply_to_user: int64,
  favorite_count: int64,
  coordinate: point?,
  retweet_count: int64,
  lang: string,
  is_retweet: boolean,
  hashtags: {{ string }}?,
  user_mentions: {{ int64 }}?,
  user: typeUser,
  place: typePlace?,
  geo_tag: typeGeoTag
}
```

Figure 5.11: Tweet type definition used in the experiments.
• *create_at*: the publishing time of a tweet. We used this field as the LSM filter field and ingested the data in the same order as their creating time so that the storage components could have disjoint minimum and maximum values, making them very effective for pruning using the filter rules;

• *text*: the content of the tweet. We built a full-text inverted index on this field for the purpose of quickly finding the tweets that mentioned a specific keyword;

• *geo_tag.cityID*: the geo_tag field describes the region where the tweet was published. We built a B-tree index on this field to find the tweets published in a certain city.

• *coordinate*: the latitude and longitude values for the place where the tweet was published. It was a null-able field, meaning not every tweet contained this field. In our test dataset, 8 million out of 54 million tweets had a non-null value for this field. We built an R-tree on this field to quickly find the tweets published within a certain geographic area.

5.4.2 Machine and Parameter Configuration

We used a single machine with a dual-core CPU, 16GB memory, and a 500GB M.2 SSD disk to host an AsterixDB instance. We used the parameters shown in Table 5.2 to configure the datasets.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data page size</td>
<td>128KB</td>
</tr>
<tr>
<td>Disk buffer cache size</td>
<td>3GB</td>
</tr>
<tr>
<td>Bloom filter target false-positive rate</td>
<td>1%</td>
</tr>
<tr>
<td>Max component target size for merge policy</td>
<td>128MB</td>
</tr>
</tbody>
</table>

Table 5.2: AsterixDB settings for the experiment.

We ingested two copies of the 54 million-tweet dataset separately with the LSM *prefix* and *correlated* merge policies as described in Section 5.2.2.4 to test the performance of
the secondary-to-primary search filter rule under different merge policies. Table 5.3 shows the number of on-disk components that resulted from using these different policies after the same data file was ingested. Under the prefix merge policy, each secondary index was merged independently and the adjacent components were merged until the merged size reached the given size limit, i.e., 128MB. Since the secondary index was smaller than the primary index, there were fewer secondary index components than primary index components. For example, the text index had 43 components, which means that one inverted index component roughly mapped to 6 primary index components. The R-tree index had the fewest components because only 8/54 of the tweets had this attribute, hence the size was the smallest among all secondary indexes. The correlated merge policy aligned each secondary component with the corresponding primary component. Therefore, all secondary and primary indexes had the same number of components, i.e., 240.

<table>
<thead>
<tr>
<th>Index type</th>
<th>Prefix merge policy</th>
<th>Correlated merge policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>231</td>
<td>240</td>
</tr>
<tr>
<td>text (inverted index)</td>
<td>43</td>
<td>240</td>
</tr>
<tr>
<td>cityID (B-tree)</td>
<td>11</td>
<td>240</td>
</tr>
<tr>
<td>coordinate (R-tree)</td>
<td>5</td>
<td>240</td>
</tr>
</tbody>
</table>

Table 5.3: The number of components of each index after ingestion.

5.4.3 Query Performance

5.4.3.1 Test Queries

We experimented with different types of secondary-to-primary index searches to see the performance of using the proposed optimization. The queries were simple count queries that calculated the number of tweets satisfying specific predicates. The database system utilized different secondary indexes to find the matching records depending on the predicates. Fig. 5.12 shows three examples that led the system to use the inverted index on the text.
field, B-tree index on the cityID field, R-tree index on the coordinate field, respectively. Each query was run three times and we report the average running time.

(a) Count the number of tweets mentioning zika.

```sql
SELECT count(t) FROM twitter.tweet t
WHERE ftcontains(t.text, ['zika'], {'mode':'all'});
```

(b) Find the number of tweets published in Alabaster, Alabama (cityID = 100820).

```sql
SELECT count(t) FROM twitter.tweet t
WHERE t.geo_tag.cityID = 100820;
```

(c) Find the number of tweets published around the “Hollywood” sign in Los Angeles, CA by specifying a circle range around its coordinates.

```sql
SELECT count(t) FROM twitter.tweet t
WHERE spatial_intersect(t.coordinate,
    create_circle(create_point(-118.3238,34.1347), 0.01));
```

Figure 5.12: Three types of test queries. We changed the keywords, city ids, and radii of the queries to change their selectivity.

### 5.4.3.2 Using the Prefix Merge Policy

We first evaluated the performance of using the secondary filter optimization on the dataset ingested using the prefix merge policy. Fig. 5.13 shows the query performance for the keyword search, B-tree search, and R-tree search queries against the dataset. Fig. 5.13a shows the query time using different keyword search predicates with different selectivities. Fig. 5.13b shows the speedup from using the secondary filters. The results show that the secondary filters optimization can reduce the query time for all the keyword search predicates of various selectivities. As we increased the selectivity of the search predicate, the speedup became more significant. For the “love” query with a 2.98% selectivity, the filter search optimization can reduce the query time by 70%, which corresponds to a three-times speedup as compared to
(a) Query time of counting the records with different matching keywords.

(b) Time reduction of using the filter from the inverted index.

(c) Query time of counting the records with different matching cities.

(d) Time reduction of using the filter from secondary B-tree.

(e) Query time of counting the records within different spatial circle regions with different radii $r$.

(f) Time reduction using the filter from secondary R-tree.

Figure 5.13: Comparison of the query performance between the original filter plan to using the secondary filter values for the primary index search. (The percentages below the predicate values on the x-axes show their selectivities.)
Figure 5.14: Comparison of the query performance between using and not using the secondary filters for the primary index search under the correlated merge policy.
the original query plan. The reason behind this is as expected, using the filter hints reduces the individual primary index search time, as it then only needs to check a few primary components. As a result, the more primary keys that the secondary index returns, the more time the optimization can save.

Fig. 5.13c and Fig. 5.13d show the query performance when using the secondary filters from the secondary B-tree index built on the cityID field. We can see a similar improvement of using the secondary filters from the inverted index. Compared to the speedup values of the inverted index case, the speedup from the cityID index was relatively smaller for queries with similar selectivities. Since the number of cityID index components was small (11), the filter values attached to the secondary component was 4 times \( \frac{11}{43} \) wider than the range of the inverted index filter. Thus, there were more matched primary index components to search in this case.

Fig. 5.13e and Fig. 5.13f show the performance when using the filters from the R-tree index built on the coordinate field. Due to missing locations, the R-tree index was only built on 15% of the records. Since the total size of index was small, when using the prefix merge policy the index only consisted of 5 components, which means on average each R-tree component aligned with 46 (231/5) primary index components. Thus, the pruning power of the secondary filter from this coordinate index is even less than the other indexes.

5.4.3.3 Using the Correlated Merge Policy

In contrast with the prefix merge policy, where each index is merged independently, the correlated merge policy coordinates all secondary indexes with the associated primary index so that each secondary index component aligns with precisely one primary index component. As Table 5.3 shows, all of the indexes, including the text index, city index, and coordinate index, had 240 components, which was identical to the number of components of the primary
index. Fig. 5.14 shows the response time of queries against the dataset ingested using the correlated merge policy. As with the prefix merge policy, we can see that using the secondary filters optimization can significantly improve performance. Moreover, since the secondary index components are perfectly aligned with the primary index, the filter values coming from the secondary index can overlap with at most 3 primary index components (the aligned one and its left and right neighbors). Thus, the speedup here was higher than the experiment on the dataset with the prefix merge policy. Especially for the case of R-tree index in Fig. 5.14f, the time reduction can be up to 70% for the query with a 2.75% selectivity, while the same query can only have a 35% reduction in the prefix merge case.

5.4.4 Analysis of the Improvement

In this section, we drill down further to analyze the internal access details to identify where the speed improvement came from. The cost of secondary-to-primary search is composed of the secondary index search, sort, and primary index search. Since using secondary filter optimization does not change the secondary search or sort operation much, we focus on how the cost of the primary index search has changed.

To search for a specific \( pk \) on \( n \) primary index components, the search operator checks for \( pk \) in the latest component to the earliest one until \( pk \) is found. For each component, it first checks the Bloom filter to avoid unnecessary B-tree searches. If the Bloom filter matches \( pk \), the B-tree search will look for \( pk \). Note that there could be a false positive match from the Bloom filter, which results in extra B-tree lookups. By using the secondary filter optimization, we can reduce this cost by searching fewer primary components instead of all the \( n \) components. Correspondingly, there are fewer Bloom filter searches and also less false-positive B-tree searches.

We can use one of the keyword search queries matching the keyword “flood” as an example
Figure 5.15: Break down the performance gain between not using (W/O) and using (W/I) the secondary filter plan.

to verify the analysis. Internally, we added code to collect the numbers of Bloom filter searches and B-tree searches as well as their corresponding timing. The experiment was conducted on the dataset built using the prefix merge policy.

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>Secondary filter optimization</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bloom filter checks</td>
<td>4,261,002</td>
<td>108,433</td>
<td>97.5%</td>
</tr>
<tr>
<td>B-tree searches</td>
<td>66,920</td>
<td>27,623</td>
<td>58.7%</td>
</tr>
<tr>
<td>False Positive B-tree searches</td>
<td>40,046</td>
<td>749</td>
<td>98.1%</td>
</tr>
</tbody>
</table>

Table 5.4: The number of Bloom filter checks and primary B-tree searches to find “flood” related records.

Table 5.4 shows the number of Bloom filter searches and B-tree searches. As expected, both numbers were greatly reduced by using the secondary index filter. The Bloom filter searches were reduced by about 97.5%. Correspondingly, the false-positive B-tree searches were also reduced by a similar factor (98.1%). Therefore, the total number of B-tree searches was greatly decreased.

Fig. 5.15a shows the time spent on the Bloom filter search and B-tree search when the buffer cache of the database was initially empty. We can see the Bloom filter search time was greatly reduced when the secondary filter optimization was used. Surprisingly, however, the
B-tree search time did not change much, so the performance gain was mainly due to the 4 million fewer Bloom filter searches. The reason for this result is that the B-tree search time was mainly spent on fetching cold pages. Since the primary keys were ordered, false positive searches may not need to load new pages, so the entire B-tree time did not reduce much. To verify this, we conducted another experiment to check the numbers when the B-tree pages were already cached (by running the same query multiple times). The result is shown in Fig. 5.15b. In this in-memory setting, the B-tree search time reduced by more than half (from 0.33 seconds to 0.12 seconds), which was consistent with our previous analysis. However, compared to the 2.5-second difference that was saved by reducing Bloom filter searches, the absolute time benefit from saved B-tree searches was small.

Besides the Bloom filter and B-tree search, for each \( pk \), the system also needs to initialize the search cursor for every filtered component. Though one such initialization operation is as cheap as a Bloom filter search, as the number of \( pk \)'s and the number of components \( n \) increases, the overall time for the cursor initialization adds up. Based on the result shown in Fig. 5.15, by using the information from the secondary filter, the initialization time was also significantly reduced, this is because many components were filtered and thus there was no need to initialize their search cursors.

In summary, by leveraging the secondary filter, we are able to reduce the query time by skipping many unnecessary searches of irrelevant components. The main contributor to this savings comes from reducing many “cheap” in-memory operations.

5.5 Related Work

The work in [62] introduced an index structure called LHAM for transaction-time temporal data. Instead of using an attribute from records, their solution uses the insertion timestamp
as the record version number, and the data is partitioned into successive components based on the timestamps of the record versions. Queries with temporal predicates only need to access those components that satisfy the predicates, and the remaining components can be skipped. HBase uses an idea similar to LHAM by using LSM-tree to store incoming records and maintaining a timestamp for each record for versioning purposes. Each LSM component is then tagged with the minimum and maximum timestamps of the records contained in the component. When answering a query with temporal predicates, HBase can leverage the minimum and maximum timestamp filters to only access those relevant components, which reduces query time.

The main difference between our work and the previous work, including the original use of filter in AsterixDB, is that we do not require the query to have filter-related predicates. Our secondary filter optimization can be applied to leverage the presence of filters whenever there is a secondary-to-primary index search, which is a much more general query setting.

5.6 Conclusion

In this chapter, we presented a method of using LSM filters to accelerate the secondary-to-primary LSM index search process in AsterixDB. This technique automatically propagates filter range values from secondary index searches to speed up the primary index search. Importantly, the technique does not rely on the predicate of the query. Thus, it can benefit a broader range of queries.

We have designed and implemented this technique in AsterixDB. Our experiments showed that the new approach can reduce query execution times by 20% to 70% for different queries with various selectivities. The lower the selectivity of the predicate, thus the more keys involved, the more significant the improvement becomes. With this improvement, Cloudberry
can choose to generate mini-queries that have much wider time range predicates, which will introduce less overhead for progressive query answering. We also analyzed the reasons for the improvement in detail. We found that a large portion of the observed speedup is from saving many in-memory operations, which reveals the fact that many individual “cheap” in-memory operations are no longer cheap when their number becomes large.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this thesis, we have presented a general-purpose middleware system called Cloudberry that sits between a frontend visualization application and a backend database system to support interactive analytics and visualization on large datasets.

In Chapter 3 we presented the design, implementation, and use cases of Cloudberry. We showed that it can reduce the query response time significantly by utilizing materialized views stored in the database. By using an example application, TwitterMap, we demonstrated its suitability to support interactive data analytics and visualization on more than one billion tweets. By using an example Paraview web application and connectors to different databases, we demonstrated that Cloudberry is a general-purpose middleware system.

In Chapter 4 we studied how to progressively answer a time-consuming query on a large data set by generating a sequence of mini-queries. We formulated an optimization problem to produce the predicates of mini-queries by considering both their total running time as well
as the smoothness of result delivery, the key goal being to provide the incremental results at a rhythmic pace to improve the user experience. We developed an adaptive framework called Drum that can collect run-time behavioral statistics of the database system to decide on the predicate for the next mini-query appropriately. Drum is a general-purpose technique that requires no changes to the underlying database system. Our experiments on a large, real data set showed that Drum can reduce the delay of delivering intermediate results to the user without increasing the total query time much. Drum enables users to see smooth result updates at the expected rhythm.

In Chapter 5 we presented a way to use LSM filters to accelerate secondary-to-primary LSM index searches in Apache AsterixDB. This technique automatically propagates filter values from the secondary index to speed up the primary index search. It does not rely on having a filter predicate in the user query, so a broader range of queries can benefit from the pruning power of the filter. We have designed and implemented the technique in AsterixDB. Experiments showed that it can reduce the query time by 20% to 70% for different queries with various selectivities; the lower the selectivity of the predicate, the more significant the improvement can have. With this improvement, Cloudberry can generate mini-queries that contain much wider time range predicates, resulting in less overhead for progressive query evaluation. We analyzed the reason for this improvement and found that a large portion of the speedup was from saving many in-memory operations - many individual “cheap” in-memory operations are no longer cheap when their number becomes large.

6.2 Future Work

Our work on Cloudberry has identified a number of interesting opportunities for follow-on work.
Aggregation Views

In Chapter 3 we have shown the general logic of using views to answer queries. We mainly focused on subset views that contain records matching certain filter conditions. One possible future direction is to exploit aggregation view techniques to extend the answering-query-using-view logic to support aggregation queries. For example, it would be natural to ask for the distribution of the total number of tweets for each state or different days. We can store the by-state and by-day counts in a separate materialized view in order to skip the time-consuming scan and aggregation steps on many historical records by fetching the aggregated results from a much smaller view. Moreover, we can exploit the hierarchical information provided by the Cloudberry DDL to store the finer granularity aggregation results to maximize the utilization of views. For example, since we know there are hierarchical relationships between the stateID, countyID, and cityID fields, then instead of storing the by-state aggregation results, we can store the by-city results. In this case, the view can also be useful if a query asks for by-county or by-state aggregation results.

Updates in the Underlying Database

We made two assumptions about the datasets: 1) the dataset should be append-only; 2) there are no too late records whose difference between the event time and ingestion time is more than a delay tolerant time. We want to support the occasional update or delete operations, and late records. One possible way could be to “watch” the database system logs, if it has such feature. Then Cloudberry will not be blind to the underlying updates and can maintain the views accordingly to make sure that the content of a view remains consistent with the base datasets.
Approximate Answering by Sampling in Middleware

In Fig. 3.10 we introduced the “estimate” feature, allowing some simple requests to be answered in the middleware layer without accessing the database. To support this feature, the middleware needs to periodically collect the metrics (e.g., min, max, cardinality, etc) of certain dimensions and to store the values in a separate metadata dataset. This statistical information can also be used to support a sampling approach to approximate answering. For example, instead of query slicing, a user may want to get a rough but fast estimation of the by-state distribution of tweets that mention certain keywords, e.g., “hurricane”. One estimation approach can be fetching a certain number of samples, e.g., 1,000 tweets, from the tweets in each state to get the percentages of tweets contain “hurricane” for each of them. We can then give an estimated count of each state by multiplying the total number of tweets in each state with each sampled percentage. To enable such an estimation, we need to know the total number of tweets for all the states in advance. We also need to implement the corresponding logic of calculating the error bounds of the estimation in the middleware system accordingly.

Slicing on More Attributes

In Chapter 4 we studied the query-slicing technique and mainly focused on slicing on a time dimension. One future direction could be to extend the techniques to do slicing on other dimensions. For example, it might be reasonable to slice a query by geographical region so that the frontend user interface can show the results progressively in the spatial dimension. This feature still relies on the underlying database’s support to speed up the mini-queries’ performance. Compared to the time dimension, the values of other attributes, e.g., spatial coordinates, are less likely to be consistent with the ingestion order of records. Consequently, this could result in highly overlapping filter ranges between LSM components, making them
ineffective for pruning. One possible direction could be to periodically re-partition the components based on the declared filter values so that most of the components can have disjoint filter ranges afterward. The mini-query with a geographic boundary predicate can then still skip many irrelevant components so that the overall time of query slicing can be reduced.

More Mergeable Queries

Another challenge of query-slicing is that the mini-query results may not always be mergeable in a straightforward way. For a query with distributive functions (e.g., sum(), count(), min(), max()), the results can be merged by applying the function on the partial result of the same groups. For the algebraic function case (e.g., avg()), the middleware needs to rewrite the query to get all algebraic elements and then apply the algebraic function similarly to the result of the same group. In contrast, a sort query is not easily mergeable in general. However, if the ordering attribute is same as the slicing attribute, the result is still mergeable by a simple union operation if the whole value range of the sorting attribute is known a priori. For example, if a request wants to sort tweets by the number of “likes” they have received and the middleware knows the distribution of the “like”s, it can compose a series of mini-queries by attaching disjoint range predicates to the number of “like”s. Thus, the results can be concatenated directly without extra processing. For an aggregation query with holistic aggregation functions, e.g., median() or topk(), it cannot be simply merged because it requires global information. One possible solution could be to rewrite the mini-query to ask for a richer context of the result. For example, we can request the top 20 results in the mini-query in order to return the top 10 results in the merging case. We could even re-issue the previous mini-query if the previous top 20 results are not adequate to produce the final results. In this way, we can make query slicing more general to support a larger set of progressive display options.
Batch Primary Index Lookup

In Chapter 5 we investigated filter-based acceleration for the secondary-to-primary index search process. We found that a significant speedup is from saving many in-memory operations. This observation suggests improving the secondary-to-primary index search path. For example, there could be a specialized primary index set-based search operator that opens the cursor only once for all primary key probes within the set. By doing so, we could save many repeated open operations for each primary key search.
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Appendix A

Solve the Optimal $r_i$ in the Drum Framework

A.1 The Optimal $r_i$ using Histogram Distribution

The expectation score of using histogram is

$$
E(r_i) = \frac{r_i}{I} - \frac{\alpha}{C_i L_i} \left( \int_{L_i}^{T_{m+1}} (1 - \frac{y}{b}) \frac{Pr_m}{b} (t - L_i) dt + \sum_{k=m+1}^{n} \left( \int_{T_k}^{T_{k+1}} \frac{Pr_k}{b} (t - L_i) dt \right) \right). \quad (A.1)
$$

It can be solved as

$$
E(r_i) = \frac{r_i}{I} - \frac{\alpha}{C_i L_i} \left( \frac{Pr_m}{b} (1 - \frac{y}{b}) \left( \frac{t^2}{2} - L_i t \right) \bigg|_{L_i}^{T_{m+1}} + \frac{1}{b} \sum_{k=m+1}^{n} (Pr_k \left( \frac{t^2}{2} - L_i t \right) \bigg|_{T_k}) \right). \quad (A.2)
$$

Let $T_{m+1} = L_i - y + b$, then

$$
\frac{Pr_m}{b} (1 - \frac{y}{b}) \left( \frac{t^2}{2} - L_i t \right) \bigg|_{L_i}^{T_{m+1}} = \frac{Pr_m}{2b^2} (b - y)^3. \quad (A.3)
$$
Let $T_k = L_i - y + (k - m)b$, then

$$
\frac{1}{b} \sum_{k=m+1}^{n} \left( Pr_k \left( \frac{t^2}{2} - L_it \right| T_{k+1}^k \right) = \sum_{k=m+1}^{n} Pr_k \left( \frac{1}{2} + i - k \right)b - y. \tag{A.4}
$$

Then, for a given $m$, the expectation function is as following:

$$
E(r_i) = \frac{r_i}{I} - \frac{\alpha}{C_i L_i} \left( \frac{Pr_m}{2b^2} (b - y)^3 - \sum_{k=m+1}^{n} Pr_k y + b \sum_{k=m+1}^{n} Pr_k \left( \frac{1}{2} + k - m \right) \right). \tag{A.5}
$$

To get the critical value, by solving the $E'(r_i) = 0$, we can get the following form:

$$
(b - y_{max})^2 = \frac{2b^2}{3Pr_m} \left( \frac{C_i L_i}{\alpha a_i I} - \sum_{k=m+1}^{n} Pr_k \right). \tag{A.6}
$$

Using this equation we can compute the corresponding $y_{max}$ value. We compute the best $f(r_i)$ as:

$$
f(r_i) = L_i - y_{max} - (m - g - 1/2)b.
$$

### A.2 The Optimal $r_i$ using Gaussian Distribution

The expectation score function is

$$
E(score(q_i)) = \frac{r_i}{I} - \alpha \int_{L_i}^{\infty} \frac{t_i - L_i}{C_i L_i} P(t|f(r_i)) dt = \frac{r_i}{I} - \frac{\alpha}{C_i L_i} \int_{L_i}^{\infty} (t - L_i) \frac{1}{\sqrt{2\pi} \sigma} e^{-\left(\frac{t - f(r_i)}{\sqrt{2\sigma}}\right)^2} dt \tag{A.7}
$$

Let

$$
y = \frac{t - f(r_i)}{\sqrt{2\sigma}}, \tag{A.8}
$$
the penalty part of the function can be written as following

\[
Penalty = \int_{L_i}^{\infty} (t - L_i) \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(t-L_i)^2}{2\sigma^2}} dt
\]

\[
= \int_{L_i-f(r_i)}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} dy + \frac{f(r_i) - L_i}{\sqrt{\pi}} \int_{L_i-f(r_i)}^{\infty} e^{-y^2} dy
\]

Let

\[
z = \frac{f(r_i) - L_i}{\sqrt{2\sigma}},
\]

then

\[
Penalty = \frac{\sigma}{\sqrt{2\pi}} e^{-z^2} + \frac{\sigma z}{\sqrt{2}} (1 + \text{erf}(z)).
\]  

(A.11)

Then the score function is

\[
E(score) = \frac{r_i}{I} - \frac{\alpha \sigma}{C_i L_i \sqrt{2}} \left( \frac{1}{\sqrt{\pi}} e^{-z^2} + z (1 + \text{erf}(z)) \right).
\]  

(A.12)

The critical point of \( r_i \) is solved by let \( E'(r_i) = 0 \).

\[
E'(r_i) = \frac{1}{I} \frac{a_1}{\sqrt{2\sigma} C_i L_i \sqrt{2}} \frac{d}{dz} \left( \frac{1}{\sqrt{\pi}} e^{-z^2} + z (1 + \text{erf}(z)) \right).
\]  

(A.13)
Using
\[
\frac{d}{dz} \left( \frac{1}{\sqrt{\pi}} e^{-z^2} \right) = -2e^{-z^2} z \tag{A.14}
\]
and
\[
\frac{d}{dz} \left( z(1 + \text{erf}(z)) \right) = \text{erf}(z) + 1 + \frac{2e^{-z^2} z}{\sqrt{\pi}} \tag{A.15}
\]

Let equation \(A.13 = 0\) will have
\[
\frac{2C_i L_i}{a_1 I \alpha} = 1 + \text{erf}(z) \tag{A.16}
\]

Based on the constraints of \(\text{erf}(z) \in (-1, 1)\) and \(f(r_i) < L_i\), we will have the limit value when the \(\text{erf}(z) \in (-1, 0)\), when
\[
\alpha > \frac{2C_i L_i}{a_1 I}, \tag{A.17}
\]

the critical point is
\[
z_{max} = \text{erf}^{-1}\left( \frac{2C_i L_i}{a_1 I \alpha} - 1 \right) \tag{A.18}
\]

Finally we can get the \(r_i\) by
\[
r_i = \frac{\sqrt{2\sigma z_{max}} + L_i - a_0}{a_1} \tag{A.19}
\]